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INTRODUCTION

The simulation of fires using computational fluid dynamics (CFD) is challenging because it is difficult to couple the combustion chemistry that occurs at very small length scales with the resolvable hydrodynamic field. While it is possible to create a combustion model that tracks the significant species required to calculate the heat release rate, it is too expensive to construct a grid fine enough to resolve individual flame sheets except in cases where the domain is very small. A method, therefore, is needed to model the combustion chemistry in a manner that can be used at the length scales of the resolvable flow field.

One such model, contained in Fire Dynamics Simulator V1.0 (FDS)\textsuperscript{1,2}, developed at the National Institute of Standards and Technology (NIST), injects Lagrangian “thermal elements” into the flow. These particles, which are convected in the flow field, release energy according to a predefined, time-dependent function. While this method is computationally simple and inexpensive, it lacks the necessary physics to describe underventilated fire scenarios.

The severest restriction of the “thermal element” model is that it requires a user-defined burn-out time, which has been characterized for well-ventilated fires but not for under-ventilated fires. Clearly, a less abstracted method with a better fluid dynamics coupling and a better characterization of oxygen consumption is needed. However, even in the fast chemistry limit, solving equations describing the transport of fuel, oxygen, and the major combustion products would greatly increase the CFD solver’s computational requirements. This approach is not necessary, however, as there exists a single quantity that can be used as a surrogate for all of the above. This quantity is the mixture fraction\textsuperscript{3}, defined as the fraction of the fluid mass that originates as fuel, and from it mass fractions for all other species can be derived based on empirical state relationships.

Typically, a mixture fraction-based combustion model assumes that the reaction is taking place on an infinitely thin flame sheet where both the fuel and oxygen concentrations go to zero. However, since we wish to avoid the expense of resolving the flow field at length scales fine enough to capture the actual flame sheet location, the traditional mixture fraction-based model is modified to allow for a reaction zone of finite thickness. These modifications preserve the original chemical equation for the combustion process as well as provide a framework for the inclusion of minor combustion species.
A mixture fraction-based combustion model has been incorporated into FDS. Comparisons between the new combustion model for FDS, the old combustion model, and a variety of test cases demonstrate the value of the new model. These test cases include a simple fire plume and a small compartment.

**MIXTURE FRACTION MODEL**

FDS solves the “low Mach number” form of the Navier-Stokes equations\(^4\) for a multiple species fluid. These equations are obtained by filtering out pressure waves from the Navier-Stokes equations, resulting in a set of conservation equations valid for low-speed, buoyancy driven flow. These equations allow for large variations in density but not pressure. These equations are discretized in space using second order central differences and in time using an explicit, second order, predictor-corrector scheme.

For very small scale fires, such as a small Bunsen burner, it is feasible to create a simulation capable of being run on a modestly powered computing platform that is detailed enough in both length scales and time scales to directly capture the combustion processes. However for the large scale problems of interest to the fire safety community this is not feasible. A typical compartment fire involves length scales of meters and time scales of minutes. To create a simulation of a typical compartment fire at the resolution of a Bunsen burner could be done with an extremely powerful supercomputer; however, this would be of little practical use. Instead we must approximate the combustion process in both space and time.

One simple method of coupling the combustion process with the flow field is to track three species: fuel, oxygen, and nitrogen. Since the time scales of the convective processes are much longer than the time scales of the combustion processes, infinite reaction rate chemistry can be assumed. Note, however, that this method requires solving for three species and that more species would be required to handle combustion products.

The observation can be made, however, that to track both fuel and oxygen when assuming an infinite reaction rate is redundant if the local temperature is not considered. Since neither fuel nor oxygen can coexist under those assumptions, if fuel is present there can be no oxygen and vice-versa. Thus, the above method could be simplified further by replacing all the species with a single species that represents the amount of fuel or oxygen present in any given location.

One scalar parameter that can be used to represent the local concentration of fuel or oxygen is the mixture fraction. If \(F\) is defined as fuel, \(O\) is defined as oxygen, \(Y\) is defined as a mass fraction, \(Y^w_O\) as the ambient oxygen mass fraction, and \(Y^w_F\) as the fuel mass fraction in the fuel stream, the mixture fraction, \(Z\), is defined as\(^5\):

\[
Z = \frac{s Y^w_F (Y_O - Y^w_O)}{s Y^w_F + Y^w_O} ; \quad s = \frac{v^w_O}{v^w_F}
\]

In its traditional implementation, mixture fraction chemistry assumes that fuel and oxygen cannot co-exist. That is, it uses an infinite reaction rate and assumes that fuel and oxygen will react at
any temperature. Thus the mixture fraction at all points in the computational domain, in essence represents a ‘post-combustion’ value, i.e. only products are present at any location in the computational domain. This is more easily seen in the following. Assume that a generic hydrocarbon fuel is being burned. The complete stoichiometric reaction for this is:

\[ C_xH_y + \left(x + \frac{y}{4}\right)(O_2 + 3.76N_2) \rightarrow xCO_2 + \frac{y}{2}H_2O + \left(x + \frac{y}{4}\right)3.76N_2 \]  

(2)

If we allow for conditions where the available oxygen is non-stoichiometric, that is the available oxygen is some fraction, \(\xi\) where \(\xi\) varies from 0 to \(\infty\), of the required amount and assume ideal combustion, then Equation 2 becomes:

\[ C_xH_y + \xi\left(x + \frac{y}{4}\right)(O_2 + 3.76N_2) \rightarrow \text{Max}[0, 1 - \xi]C_xH_y + \text{Min}[1, \xi]xCO_2 + \text{Min}[1, \xi]\frac{y}{2}H_2O + \text{Max}[0, (\xi - 1)]O_2 + \xi\left(x + \frac{y}{4}\right)3.76N_2 \]  

(3)

Using Equation 1, the mass fractions of the products in Equation 3 can be plotted as a function of \(Z\). As \(\xi\) varies from \(\infty\) to 0, \(Z\) will vary from 0 to 1, and a series of state relationships for the species can be expressed in terms of the mixture fraction. In this manner the mixture fraction, as one species, can be used to represent many species in the simulation. For example, if the fuel is assumed to be methane, the state relationships shown in Figure 1 are obtained.

With this representation the flame sheet is defined to exist at the point where both fuel and oxygen disappear as products. The mixture fraction corresponding to this point is designated \(Z_F\) and this point is equivalent to the reaction shown in Equation 2. This region is a two dimensional surface, and for larger scale simulations is difficult to resolve. To implement the mixture fraction an expression for the local heat release rate as a function of the mixture fraction must be developed.

This is done rather simply. Combustion of fuel consumes oxygen. Since the mixture fraction yields information about the local oxygen concentration, we need only determine an expression for the oxygen consumption rate based on the mixture fraction. Then using the heat of combustion yields the local heat release rate. Consider the transport equations for the conserved scalar \(Z\) and for oxygen where \(D\) is the turbulent diffusion coefficient, \(\rho\) is the density, and \(\dot{m}_O\) is the mass rate of change of oxygen at a location, e.g. oxygen consumption during combustion.

\[ \rho \frac{DZ}{Dt} = \nabla \cdot \rho D \nabla Z \]  

(4)

\[ \rho \frac{DY_O}{Dt} = \nabla \cdot \rho D_O \nabla Y_O + \dot{m}_O \]  

(5)
The derivatives for oxygen in Equation 5 are expressed in terms of mixture fraction using the chain rule, diffusion is assumed constant with respect to species, and Equation 4 is multiplied by \( \frac{dY_O}{dz} \).

\[
\rho \frac{dY_O}{dz} \frac{dZ}{dt} = \frac{dY_O}{dz} \nabla \cdot \rho D \nabla Z
\]  
(6)

\[
\rho \frac{dY_O}{dz} \frac{dZ}{dt} = \nabla \cdot \rho D \frac{dY_O}{dz} \nabla Z + \dot{m}_O
\]  
(7)

Equation 6 is subtracted from Equation 7.

\[
-\dot{m}_O = \nabla \cdot \rho D \frac{dY_O}{dz} \nabla Z - \frac{dY_O}{dz} \nabla \cdot \rho D \nabla Z
\]  
(8)

With Equation 8 one can now determine the local mass loss rate of oxygen as a function of the mixture fraction. By making use of vector differentiation identities, Equation 8 can be simplified into the following form which shows that oxygen is only consumed and not produced.

\[
-\dot{m}_O = \rho D \frac{d^2Y_O}{dz^2} (\nabla Z)^2
\]  
(9)

At first glance, Equation 8 appears to be rather complex. However, its meaning can be understood simply. It can be seen in Figure 1 that \( \frac{dY_O}{dz} \) at any point in the computational domain is either zero or a constant depending on which side of \( Z_F \) one is located. If the computational domain is divided into the two regions of \( Z \leq Z_F \) and \( Z > Z_F \), then Equation 8 can be integrated over these two regions while applying the divergence theorem. Since the \( \frac{dY_O}{dz} \) term will be zero in the region \( Z > Z_F \), this region can be ignored. The end result is the mass loss rate of oxygen as a function of the mixture fraction diffusion across the flame surface as shown below:

\[
\int \dot{m}_O \partial V = -\frac{dY_O}{dz} \int_{Z=Z_F} \rho D \nabla Z \cdot \mathbf{n} \partial S
\]  
(10)

Since oxygen is a function of only the mixture fraction, this is equivalent to saying that the global heat release rate is a function of the oxygen gradient across the flame sheet. In fact due to the diffusion constant in the expression and the assumption of infinite reaction rates, Equation 10 states that the heat release rate is due solely to the diffusion of oxygen across the flame, which is given by the hydrodynamic solver. Since we do not know a priori the location of the flame sheet, and since the \( \frac{d^2Y_O}{dz^2} \) term in Equation 9 is a \( \delta \)-function, only Equation 8 is useful for a numerical scheme.
ADDITIONAL CODE MODIFICATIONS

FDS v1.0 computes radiative fluxes with a Monte-Carlo style ray-tracing from the burning particles to the walls. The model neglects gas to gas and wall to wall interaction, and thus, does not fare well with compartment scenarios with very hot gas layers or surfaces. The original Monte-Carlo style radiation model was changed to a Finite Volume Method. This method is derived from the radiative transport equation for a non-scattering gray gas.

\[ \hat{s} \cdot \nabla I(x, \hat{s}) = \kappa(x)[I_b(x) - I(x, \hat{s})] \]  

(12)

\( I(x, \hat{s}) \) is the radiation intensity, \( I_b(x) \) is the blackbody radiation intensity, \( \kappa(x) \) is the absorption coefficient, and \( \hat{s} \) is the unit normal direction vector. Implementing this equation in a large eddy simulation requires determining how to specify the absorption coefficient, \( \kappa \), and how to create the source term \( I_b(x) \). Currently a number of methods for both are being examined. For the purpose of these simulations \( \kappa(x) \) is given by a mass fraction weighted, linear combination of the optically thin mass extinction coefficients, \( \sigma \), for soot, fuel, \( \text{CO}_2 \), and water vapor as shown below:

\[ \kappa = (Y_{\text{soot}}\sigma_{\text{soot}} + Y_{\text{Fuel}}\sigma_{\text{Fuel}} + Y_{\text{CO}_2}\sigma_{\text{CO}_2} + Y_{\text{H}_2\text{O}}\sigma_{\text{H}_2\text{O}})\rho \]  

(13)

This means that \( \kappa(x) \) is a function of the mixture fraction. Soot, due to its large absorption coefficient, quickly becomes a dominating component in \( \kappa(x) \). Determining a manner in which to ensure a correct source term regardless of grid size is an issue yet to be solved. This difficulty arises since in a typical calculation grid cells with combustion are not at the flame temperature since the flame only makes up a small fraction of the cell volume.

COMPARISONS OF OLD VS NEW COMBUSTION ROUTINE

The new combustion routine has been tested with a variety of fire scenarios. A few are shown here and compared with the old combustion routine, referred to as the “thermal element method”.

Pool Fire

Simulations of an 0.2 m diameter pool fire was performed for three different fire sizes: 14 kW, 24 kW, and 62 kW. With a grid size over the burner of 0.027 cm. This grid size was chosen to meet the requirements of the flow solver. Once a steady-state was reached, time averages were taken of the centerline temperatures and vertical velocities. These were compared with temperatures and velocities calculated using McCaffrey’s correlation.

Figures 2 and 3 shown below illustrate some of the major improvements that arise from the use of the mixture fraction. Since the “thermal elements” are transported solely by the velocity field and since the normal velocity at a surface is essentially zero it takes the particles time to move away from the burner. As a result a large fraction of the particle’s heat is emitted incorrectly near
the burner surface. Since, the mixture fraction is transported by both advection and diffusion, the heat release occurs above the burner surface as expected with this new method. Furthermore, the requirement that combustion occurs on the $Z_F$ surface results in the heat being released towards the edge of the plume where the oxygen is located. In contrast the thermal particles which move towards the center of the plume due to the radial entrainment velocity, release their heat towards the plume center.

Figures 2 through 9 display the results of these simulations vs. McCaffrey’s Correlation.

Figure 2: 62 kW FDS 1.0 Temperature
Figure 3: 62 kW FDS New Temperature
Figures 4 through 9 display the results of these simulations vs. McCaffrey’s Correlation.

Figure 4: 14 kW Axial Temperature Profile
Figure 5: 14 kW Axial Velocity Profile

Figure 6: 24 kW Axial Temperature Profile
Figure 7: 24 kW Axial Velocity Profile
The following observations are made:

1. Far-field temperature predictions for both methods are the same and agree with McCaffrey’s correlation. This is to be expected since the far-field calculation is driven by buoyancy forces which depend upon the total heat release rate rather than its spatial distribution.

2. As the fire power increases, the near-field temperatures for the mixture fraction improves. This results from a better resolution of the mixture fraction gradient and a more accurate prediction of the spatial heat release as the surface $Z_F$ moves out of the first grid cell. At low heat release rates on the other hand the mixture fraction model results in combustion only in the first grid cell above the burner for the coarse grid used in the computation. This shortcoming should not be taken as an indictment of the mixture fraction method. With a more resolved grid, this would not be the case. For example increasing the number of grid cells by 40% results in a 12% drop in the maximum centerline temperature.

3. Velocity predictions show an improvement relative to McCaffrey’s correlation for the mixture fraction model for all fire sizes.

**NIST-BFRL 40% Reduced Scale Enclosure**

A recent investigation at NIST attempted to determine the measurement uncertainties in the use of bare-bead and aspirated thermocouples for compartment fires\textsuperscript{11}. As part of this investigation, natural gas and hexane fires were set inside of a 40% scale compartment based on a proposed ISO standard (ISO-9705). A 100 kW natural gas fire was selected from this investigation for simulation with FDS. This test was selected to avoid adding further predictive uncertainties that would result from choosing an underventilated test as it is already known that FDS v1.0 is less accurate in underventilated scenarios and this would make comparison of the two combustion models difficult. The compartment and the measurement locations chosen for simulation are shown in Figure 10. The gas burner was located in the center of the compartment with its top 0.15 m above the floor. For the simulations the grid size was 0.04 m and the computational domain was extended beyond the doorway by one third of the compartment’s length. The simulation results are compared with data collected during the 100 kW test.
Figures 11 and 12, below, show predicted vs. measured temperatures for the two aspirated thermocouples (TC) located at 0.24 m and 0.80 m inside the front of the compartment. A few observations are made from these figures:

1. At the start of the fire both models show much faster temperature increases than measured during the test. This is probably due in part to numerical diffusion of heat since coarse grid was used.

2. For the upper TC, FDS v1.0 overpredicts the temperature increase by 14% at this location whereas the new model underpredicts the increase by 25%. The overprediction by FDS v1.0 is primarily a result of the radiation model which does not calculate radiative transfer from the ceiling layer to the floor. The underprediction of the new model has two possible contributions. One, the heat release distribution with respect to the flow field may result in less of the fire plume impinging on the thermocouple. Two, the new models may be overpredicting the wall and radiative losses from the hot gas.

3. For the lower TC, after 40 s FDS v1.0’s predictions lie below the measured data. The predictions of the new model agree well with the measurements over this time period. These results are primarily due to the different radiation models.

Figures 13 and 14, shown below, plot the predicted and measured velocities in the doorway. The measurements were made by bi-directional probes. At both locations, the velocity predictions differ from one another by approximately 10% and the difference is in the direction of the temperature difference. At the lower probe the predictions lie between the measured data and at the upper probe the predictions lie about 20% below the measured data. Again it is observed that both versions of FDS show a faster initial transient.
The final three comparisons for this scenario are shown in Figures 15 through 17. These figures are for two TC’s in the doorway, near the middle at 0.381 m and near the top at 0.787 m, and for the doorway temperature profile at 120 s.

From these figures it is clear that neither version of FDS appears to be correctly predicting the temperatures at the lowest elevations. However, the newer model does result in an improved prediction. At the highest elevations both models underpredict the measured data, with the new model underpredicting by 30%. The doorway temperature profile indicates that the old model predicts a similar shape to the profile with the layer height lying below the measured layer height. The new model shows a broader, but flatter temperature profile in the doorway indicating that the new model is resulting in additional mixing between the layers causing the upper layer to grow downward and decrease in temperature.

**Virginia Tech 50% Reduced Scale Enclosure**

The Virginia Tech Fire Research Lab is currently investigating the formation and transport mechanisms for CO using a 50% scale version of the ISO-9705 compartment, a slightly larger version of the NIST compartment from the previous section. Figure 18 shows the overall
compartment geometry and sensor locations for the Virginia Tech (VT) enclosure. Fires in this compartment are from a 30 cm diameter propane burner located in the center of the compartment. Temperature measurements are from aspirated thermocouples and velocity measurements are from bi-directional probes. As with the NIST compartment a small fire, 126 kW, was selected for simulation using a grid size of 0.04 m with the domain extended beyond the doorway by one third of the compartment’s length.

Table 1 shows a side-by-side comparison of the experimental results and the two FDS simulations. The results are shown three minutes after ignition of the burner. Results are shown for the 8 TC’s inside the front corner of the fire room, the 8 TC’s on the right side of the doorway, and the 5 velocity probes located along the center line of the doorway.

The two versions of FDS show similar predictive outcomes for the VT enclosure as for the NIST enclosure with both version showing similar temperatures near the floor and both versions underpredicting the upper temperatures. However, for the VT enclosure the predicted upper layer temperatures are closer to each other than for the NIST enclosure. It is also observed that both versions predict a lower layer interface height than observed experimentally. Temperature predictions in the doorway show similar trends; however, the new FDS predictions are closer to the measured data than for the NIST enclosure. In the doorway, velocity predictions are nearly identical for both versions of FDS and correlate well with the lower doorway data. In the upper doorway the velocities are not as well predicted with both versions being about 50% low in their predictions.

**CONCLUSIONS**

A new combustion model has been added to FDS v1.0 to test the mixture fraction approach to simulate combustion. This new model was tested against three different scenarios and the results compared to both the old “thermal element” model as well as available experimental data.
The first scenario was a pool fire in the open. Slight improvements were seen in velocity and temperature predictions in the far-field with the new model. In the near-field, the new model was an improvement for larger pool fires. For the small pool fire, the mixture fraction method, which relies on a concentration gradient to determine heat release, predicted too small of a combustion zone which resulted in a perturbed near-field temperature distribution.

The second scenario was a 100 kW methane fire in the NIST 40% reduced scale enclosure. Results for this case were mixed with the mixture fraction model yielding better results in the lower layer, but poorer results in the upper layer. It is quite likely that further development to radiation heat transfer may result in an improved upper layer prediction. This work is needed to determine the appropriate absorption coefficients to use for the calculations as well as how to define the source term on coarse grids where flame temperatures are not reached.

The third scenario was a 126 kW test in the VT 50% reduced scale enclosure. For this scenario the mixture fraction model was overall a slight improvement over the old “thermal element” model. As with the NIST enclosure, it is possible that improvements to the radiation model may result in better upper layer predictions by the mixture fraction model.

The mixture fraction combustion model was successfully implemented in FDS. This new model yields slight improvements in the predictive capabilities of the code for the cases tested. However, this is not its only benefit. The “thermal elements” were in essence an over simplified method of tracking fuel. Replacing the “thermal elements” with the mixture fraction adds more
information on chemistry and some additional information on fuel transport. Since the mixture fraction solves the species conservation equation and the “thermal elements” do not. Also, the mixture fraction, as a single species, through its state relationships, see Figure 1, contains information about combustion products. Thus, with the mixture fraction, FDS can now track multiple species for the same cost as the “thermal element” model when used with oxygen depletion. Lastly, the “thermal element” model has only a rudimentary capability to handle underventilated combustion. The mixture fraction model is only limited by one’s ability to define a state relationship for the combustion products. It is hoped that the current idealized combustion can be expanded to include minor species such as soot and CO. Therefore, with the mixture fraction approach, FDS has the potential to better account for unburned fuel and oxygen without the addition of a great deal of complexity and computational time. It appears, however, that this does come at the price of requiring denser grids for very small fires. Further work is still needed to resolve grid dependent issues in the radiation solver and to determine the local rate of combustion.
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