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EXECUTIVE SUMMARY

In this report is described the work effort by Reaction Engineering International (REI) to
develop, demonstrate and deliver to the National Institute of Standards and Technology (NIST) a
condensed phase computational fluid dynamics (CFD) based tool to model the processes of
melting, flow and gasification of thermoplastic materials exposed to a high heat flux. Potential
applications of the tool include investigating the behavior of polymer materials commonly used
in personal computers and computer monitors if exposed to an intense heat flux, such as occurs
during a fire

The model delivered to NIST is based on a time dependent (time varying) grid CFD method.

e The model is written in FORTRAN 90 in an object-oriented form. A 3D, finite volume,
multi-block body-fitted time dependent (time varying) grid formulation is used to solve
the unsteady Navier Stokes equations. The time integration, spatial discretization and
overall solution procedure are based on standard CFD methods from the literature. A
multi-grid method is used to accelerate convergence at each time step.

e Sub-models are included to describe the temperature dependent viscosity relationship and
in-depth gasification and absorption of thermoplastic materials, free surface flows and
surface tension. NIST data is used for key material properties of the thermoplastic
materials of interest.

e A variety of boundary conditions can be used for the velocity field (no-slip, free-slip) and
heat transfer to the object (adiabatic, heat loss, specified heat flux).

e Model outputs include the time dependent velocity, temperature and position
(displacement) at points in the thermoplastic body which can be imported to standard
CFD visualization packages. Additional outputs include the time history of the mass loss
rate and heat fluxes.

e The accuracy and capabilities of the modeling tool are demonstrated on a series of test
cases of increasing complexity. The test cases include grid sensitivity studies, adding heat
loss boundary conditions, simulations for two thermoplastic materials (PP702N, PP6523),
different heat flux scenarios and test problem configurations.

Comparisons of model results to NIST experimental data indicate discrepancies between the
model and experimental results, particularly for the rate of mass loss. To match NIST data for
mass loss rate large changes were required to the parameters originally used in the in-depth
absorption model and kinetic rate parameters in the in-depth gasification model. In addition, for
simulations in which the free surface of the melt flow is parallel to the direction of gravity a grid
smoothing operation needed to be applied to the free surface to control grid skewness that would
lead to simulation divergence. For simulations that did not include models for all key physics
(e.g., no in-depth absorption, no in-depth gasification) the simulations would develop a large
deformation ("belly") at the free surface. For carefully selected model parameters and
procedures, comparisons of the model results and NIST data show favorable agreement.
However, the research effort was un-able to provide satisfactory explanations for the need to
significantly increase the model parameters for the in-depth absorption and in-depth gasification
models or the presence of the "belly" at the free surface of the thermoplastic object. These issues
remain un-resolved though some efforts continue at NIST to address these issues.
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The source code, documentation, test problems (all needed files) and presentation material have
been delivered to NIST.

In the future, it may be possible to couple models such as the condensed phase CFD code to the
NIST Fire Dynamics Simulator (FDS) code, a CFD model that solves for gas phase transport and
combustion. The combined tools would enable high-fidelity simulations for fire spread scenarios
in office environments populated with desktop/deskside personal computers.



REI 4714 A Computational Model For Fire Growth & Spread On Thermoplastic Objects v

TABLE OF CONTENTS
Page
DISCLAIMER ...ttt et e st et et e e be e st e R e e st et et estestestenbeeneereaneanes i
EXECUTIVE SUMMARY ..ottt sttt ettt be sttt ii
TABLE OF CONTENTS.....o ittt sttt e et st nenteenaenaeneense e iv
LIST OF FIGURES ..ottt bbbttt ettt bbb s neaneas Vi
LIST OF TABLES ...ttt sttt s et e et e ntentenreeneens viii
ACRONYMS AND ABBREVIATIONS ...ttt iX
1. BACKGROUND ..ottt ettt bbbttt ettt nbe b beene e e 1
IO 1 0 To [ od £ o o TP 1
1.2 Project Management - Statement of Work, Deliverables and Reporting.................... 2
1.3 RePOIt OrganizZatiON.........cceiiiiriiriieieieie ettt bbbt 3
2. METHODS AND APPROACH ..ottt ta e naenenens 4
2.1 Overview of Time Varying Grid CFD Model (CPCFD) model.........c.ccccovvvevirennnne. 5
2.2 Details Of CPCFD MOMEL .......ccviiiiieieeecie e 7
2.2.1 Tracking The Free SUMace ........cccovveiiiie e 7
2.2.2 Wall Boundary Condition...........ccoceieiiiininiiinieeeese e 10
2.2.3 Time Integration AlGOrithm..........ccoeiiiii i 12
3. RESULTS AND DISCUSSION ..ottt sttt 14
K T0 A I TS0 SRS 15
Be2 TASK L.ttt bbbt R e n e e e 18
3.2.1 TASK OVEIVIBW ....c.viiiieieeiie sttt sttt aneesneeeeenee e 18
3.2.2 Free Surface SMOOthING.........coviieiieieiie e 19
3.2.3 Tracking Free Surface at the EAQes ........coovveiieiieniiieceseee e 21
3.2.4 Task 1B: Modeling Results of Resin PP702...........cccccevvvienieere e 25
3.2.5 Task 1C: Moedling Results of Resin PP6523.............cccoooiiiininiie e 32
BiBITASK 2.ttt b bbbttt n s 34
3.3.1 TASK OVEIVIBW ...ttt sttt 34
3.3.2 Heat Loss and In-depth Absorption Models.........c.cccoovvviiiiiciciccc 35
3.3.3 Computational Grid and Case SUMMATY ..........ccocverrrieereniiesienie e 37
3.3.4 ResUItS and DISCUSSION .......ccueiiriieieiesie ittt 38
B TASK 3.ttt bt et n e b b nreeeeenes 41
34,1 TASK OVEIVIEBW ....evitiiesiesieeie ettt bbbttt 41
3.4.2 In-depth Gasification Model...........coooviiiiiii e 42
3.4.3 Task 3A — CFD Simulation of Resin PP702N.........ccccooviiieiiniininnieeeeenns 43
3.4.4 Task 3B — CFD Simulation of Resin PP6523..........cccccoviiiinieniiie e 50
B D TASK 4.t bbbttt 51
3.5.1 TASK OVEIVIBW ...ttt sttt 51
3.5.2 Conjugate Flow-Heat Transfer Problem...........cccccoovviieiiiieieece e 53
3.5.3 Computational Grid, Melt Flow Source, Boundary and Initial Conditions. 55
3.5.4 Implementation of Surface Tension Model ............cccooviveviiiiiicci e, 57

3.5.5 Parametric Study of Grid Sensitivity and Time ACCUracy ..........cccceeveruene 59



REI 4714 A Computational Model For Fire Growth & Spread On Thermoplastic Objects Vv

3.5.6 Task 4A, 4B and 4C Results and DiSCUSSIONS ...........cccueruerieneeriesinnieeienees 63

4. CONCLUSIONS ..ottt ettt se e s et ebenbeabesteebeaneeneeneense e 67
5. LITERATURE REFERENCES.........occtiiiiiieieies ettt 69
APPENDIX A — Detailed PowerPoint Summary of Modeling Results ...........cccocovvvniiennnne A-1
TASK Ottt et e e e e e e A-2

TASK L.ttt e e e A-9

TaSK 2.t e e e A-83

TASK B A-153

TaSK A e A-224
APPENDIX B — Code DOCUMENTALION.......ccueiiiiieieiiesiisiesiesee e B-1
1.0 Instructions for using the CPCFD code to solve problems of Task 1, 2 and 3.........B-2

2.0 Instructions for using the CPCFD code to solve problems of Task 4.................. B-8

3.0 Instructions for adjusting control parameters to avoid divergence..................... B-15



REI 4714 A Computational Model For Fire Growth & Spread On Thermoplastic Objects Vi

LIST OF FIGURES
Page

Figure 2.1 Sketch of free surface Correction ProCeAUIe. .........cceieererere s 8
Figure 2.2 Sketch of interior grid adjuStMeNnt............ccveiieiiiieieee e 9
Figure 2.3 Sketch of the sheme to enforce adiabatic wall boundary condition...............c.cc.c...... 11
Figure 3.1 Sketch of 2D test problem used in TasK 0.........cccccoveviiiiiiiiiecie e, 15
Figure 3.2 Object height as a function Of tIMe..........cccoiiiiiiiiii e 16
Figure 3.3 Temperature distribution at a selected time (1000S) ........cccocveiieereeieiieeie e 16
Figure 3.4 Velocity vectors colored by velocity magnitude at a selected time (1000s) ............... 17
Figure 3.5 Geometry and boundary conditions of the 2D test problem for Task 1...................... 18
Figure 3.6 Surface SMOOthING SCNEIME ........ccuoiiiiiiiiieiee s 19
Figure 3.7 Fluctuations in free surface will small blending factors............cccccceevviiiiiiiicieienn, 19
Figure 3.8 Free surface evolution with large blending factors (0.1,0.5,1.0).....cccccovvvvininiininennene 20
Figure 3.9 Schematic for tracking the free surface at the edge...........cccvvevveveiiici i 21
Figure 3.10 Free surface evolution using three different surface tracking algorithms................. 23
Figure 3.11 Mass loss percentage as function of time for three surface tracking algorithms....... 23
Figure 3.12 Viscosity-temperature relationships for PP702...........cccooveieiineniiencneeeeeeee 25
Figure 3.13 Computational grids used in Task 1A and Task 1B ........ccccccovveviiiiiiiciiccc e 26
Figure 3.14 Typical residual histories in 0Ne tiMe STEP .......ocvviriririceee e 27
Figure 3.15 Mass loss percentage as function of time on four grids (PP702N) ...........ccccovevveennene 28
Figure 3.16 Free surface location and temperature field as a function of time (PP702N) ........... 29
Figure 3.17 Velocity vectors at Time = 220 seconds (PP702N).........cccooveveiiieiieie e, 30
Figure 3.18 Temperature profiles on the free surface at selected times (PP702N) ...........cc.cc...... 31
Figure 3.19 Viscosity-temperature relationships for PP6523............cccccooveveiieiicce e, 32
Figure 3.20 Mass loss percentage as function of time on four grids (PP6523) ..........ccccevvvivennne. 32
Figure 3.21 Sketch of in-depth absorption and heat 10SS MOdEIS ..........cccevvveveiieiiiecicc e 35
Figure 3.22 Incident heat flux distribution in the horizontal direction...........ccccoeeeiiiiiiiinninnns 36
Figure 3.23 Task 2 computational grid at t = 0 SEC.......ccccevereriierieeresie e 37
Figure 3.24 Mass loss percentage as a function of time for Task 2 Cases .......c.ccvvevvrieiinnennns 38
Figure 3.25 Surface temperature and velocity magnitude profiles along the free surface ........... 39
Figure 3.26 Velocity vectors in Case 2A and Case 2B.........cccccevveiiiiiieeriesie e 40
Figure 3.27 Sketch of in-depth absorption, gasification, and surface heat loss models................ 42
Figure 3.28 Sketch of modeled resin in TasK 3 .......cciiiiiiiiie e 43
Figure 3.29 Normalized incident heat flux profile as a function of distance from free surface... 44
Figure 3.30 Impacts of changing gasification and absorption models in Task 3A..........ccccceeue.e. 45
Figure 3.31 Impacts of external heat flux in Task 3A ......cocoiiieiiiie e 46
Figure 3.32 Comparison of predicted and measured total mass loss rate, fraction of mass loss

occuring as melt flow and surface temperature for four cases in Task 3A................ 47
Figure 3.33 Data for fraction of incident radiation versus depth used to define in-depth

ADSOIPLION MOUET Ad.......oeeeeee ettt ae e nres 48
Figure 3.34 Comparison of predicted and measured total mass loss rate, fraction of

mass loss occurring as melt flow and the surface temperature for two additional

CASES 1N TASK A L.ttt bbbt nr et e e b b e 49
Figure 3.35 Sketch of two scenarios of melt flow with a catch surface ..........ccccoevevviiciieceens 51

Figure 3.36 Sketch of Task 4 eXPerimENt .........ccoiiiiiiiiiie e 53



REI 4714 A Computational Model For Fire Growth & Spread On Thermoplastic Objects Vil

Figure 3.37 Conjugated computational model used in Task 4.........ccccceveieiieninnieenisee e 54
Figure 3.38 Sketch of computational grids adopted in Task 4 modeling ..........cccccevvevvviinieenns 55
Figure 3.39 1-D heat transfer problem for the catch plate...........ccoooeiiiiiiniii e 56
Figure 3.40 Diagram of the alogrithm for calculating surface curvature ............cccccoeveveviverivenns 58
Figure 3.41 Free surface shapes at selected times for different time-step SizeS.........cccccoovvvenens 60
Figure 3.42 Mean spreading velocity as a function of the square of the

MAXIMUM TIME-SLEP SIZE ..ovviiieiieie ettt 60
Figure 3.43 Free surface shapes at selected times using different grid.

No surface tension effects INCIUAEd............oooveriiiiiii 61
Figure 3.44 Free surface shapes at selected times using different grid.

Surface tension effects INCIUAEd ...........ccoeiiiiiii 61
Figure 3.45 Mean spreading velocity as a function of the square of the normalized grid size..... 62
Figure 3.46 Melt flow rate used in Case 4A and Case 4C........cccceveiiiieiiienieene e 64
Figure 3.47 Melt flow rate uSed iN CaSe 4B ........ccocueiieiiccceece e 64
Figure 3.48 Temperature contours of the melt pool and catch plate ...........ccccooveviiiiiiiieicis 65

Figure 3.49 Mean velocity of melt front as a function of time...........ccccccviveviiiieicc i 66



REI 4714 A Computational Model For Fire Growth & Spread On Thermoplastic Objects Viii

LIST OF TABLES

Page
Table 1.1 Project Tasks aNd STALUS ........civeriiieiieiieie ettt ee e nne e 2
Table 3.1 Clock Time and Memory Requirement for Task 1B ........c.ccccveiievieiiiiie i 31
Table 3.2 Calculated Steady-State Mass LOSS RALE...........ceiveririieeiieieiienieeie e 33
Table 3.3 Task 2 CaSe SUMMAIY ........coveiuiiiiieee ettt s sre e sbe e sreesre e e sbaenteaneesreas 37
Table 3.4 Calculated Steady-State Mass LOSS RALE...........ceiverieiiieiieieiiesieie e 38
Table 3.5 In-Depth Gasification Model Constants in Task 3A .......cccvveveiieieeie e 43
Table 3.6 Task 3A CaSe SUMMANY ........ociiiiiiiiieieieite st bbb 45
Table 3.7 Task 3A Additional Case SUMMAIY ..........ccceviverieiiieieere e sre e 48
Table 3.8 In-Depth Gasification Model Constants in Task 3B.........cccccevviierieniniiesiene e 50
Table 3.9 Task 3B CaSe SUMIMAIY .......c.coiiiiiiieieiieseeste st esteeste e sre et sre e sseesre s e sraenteaneesreas 50
Table 3.10 Task 3B RESUITS SUMMAIY ........oiiiiiiiiiieiesese e 50
Table 3.11 Material Properties Used in Task 4 CFD MOUEl ..........ccooeveeiiiieiiiieieec e 54
Table 3.12 Parametric Cases for Studying Grid Sensitivity and Time ACCUracy............ccceevenne.. 59

Table 3.13 TaSK 4 CaSE SUMIMAIY ......ccveiueeieiieeiteeieseesieeseesseesreesaesseesteeseasaesseessesseesseesesseesseenes 63



REI 4714 A Computational Model For Fire Growth & Spread On Thermoplastic Objects iX
ACRONYMS AND ABBREVIATIONS

BFC Body Fitted Coordinate

CFD Computational Fluid Dynamics

CPCFD Condensed Phase Computational Fluid Dynamics code

FDS Fire Dynamics Simulator

NIST National Institute of Standards and Technology

PP702N Polypropylene resin 702N

PP6523 Polypropylene resin 6523

REI Reaction Engineering International

SIMPLE Semi-Implicit Method for Pressure Linked Equations

TVD Total Variation Diminishing

VOF Volume of Fluid

1D One Dimensional

2D Two Dimensional

3D

Three Dimensional



REI 4714 A Computational Model For Fire Growth & Spread On Thermoplastic Objects 1

1. BACKGROUND

1.1 Introduction

This report describes the work effort by Reaction Engineering International (REI) to develop,
demonstrate and deliver to the National Institute of Standards and Technology (NIST) a
condensed phase computational fluid dynamics (CFD) based tool to model the processes of
melting, flow and gasification of thermoplastic materials exposed to a high heat flux. This work
effort is in response to NIST solicitation PWS SB1341-05-C-0041. Potential applications of the
tool include investigating the behavior of polymer materials commonly used in personal
computers and computer monitors if exposed to an intense heat flux, such as occurs during a fire

The condensed phase CFD (CPCFD) model delivered to NIST is based on a time dependent
(time varying) grid CFD method. The time dependent grid CFD model provides a rigorous
approach, enabling detailed studies of the melting and melt flow processes for thermoplastic
materials. The model was developed by re-using portions of an existing CFD tool and enhancing
it with sub-models required to address the specific needs of modeling thermoplastic flows. The
time integration, spatial discretization and overall solution procedure are based on standard CFD
methods from the literature.

CPCFD is written in FORTRAN 90 in an object-oriented form. A 3D, finite volume, multi-block
body-fitted time dependent (time varying) grid formulation is used to solve the unsteady Navier
Stokes equations. A multi-grid method is used to accelerate convergence at each time step. Sub-
models are included to describe the temperature dependent viscosity relationship and in-depth
gasification and absorption of thermoplastic materials, free surface flows and surface tension.
NIST data has been used for key material properties as well as to develop and benchmark the
sub-models for thermoplastic materials. A variety of boundary conditions can be used for the
velocity field (no-slip, free-slip) and heat transfer to the object (adiabatic, heat loss, specified
heat flux).

Model outputs include the time dependent velocity, temperature and position (displacement) at
points in the thermoplastic body. The model outputs can be imported to standard CFD
visualization packages. Depending on the sophistication of the visualization software, either
static images at a selected point in time or animations that highlight the time-varying behavior of
the thermoplastic object can be produced. The CFD images contained in this report have been
generated using FIELDVIEW, a CFD visualization package available from Intelligent Light
(http://www.ilight.com). Additional model outputs include the time history of the mass loss rate
and heat fluxes that can be used in comparisons to experimental data.

The accuracy and capabilities of the modeling tool are demonstrated on a series of test cases of
increasing complexity. The test cases include grid sensitivity studies, adding heat loss boundary
conditions and in-depth gasification and adsorption. Simulations for two thermoplastic materials
(PP702N, PP6523) are performed for different heat flux scenarios and test problem
configurations.

All calculations presented in this report have been performed with computational resources
typical of what is found in an engineering office (i.e., a high end personal computer).
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1.2 Project Management - Statement of Work, Deliverables and Reporting

Highlighted in Table 1.1 are the tasks that were to be performed to execute this project. Included
in the table is a summary of the status of each Task. The work effort for the project was divided
into a Base Period, with a subsequent Option Period. As noted in the table, some tasks in the
Base Period were deleted from the statement of work by NIST. In addition, NIST elected not to

fund the tasks in the Option Period.

Table 1.1. Project Tasks and Status.

Status
Task 0: Port CPCFD computer code to Fortran 90 Completed
Task 1: 2D condensed phase melt-drip model with steady imposed heat
flux.
e Task 1A = visit NIST for project kickoff meeting/discussion | Completed
e Task 1B = Perform model for Resin 1 Completed
e Task 1C = Perform model for Resin 2 Completed
Task 2: Add radiative and convective heat losses and in-depth absorption
of radiative heat flux
e Task 2A = perform model for Resin 1 using heat loss Completed
boundary condition at the heated surface
e Task 2B = perform model for Resin 1 using heat loss Completed
boundary condition at the heated surface and in-depth
absorption
e Task 2C = perform model for Resin 2 using heat loss Completed
boundary condition at the heated surface and in-depth
absorption
Task 3: Add gasification
e Task 3A = Perform model for Resin 1 Completed
e Task 3B = Perform model for Resin 2 Completed
Task 4: Include melt pool on catch surface
e Task 4A = perform model for resin 1 with gap 1 Completed
e Task 4B = perform model for resin 2 with gap 1 Completed
e Task 4C = perform model for resin 1 with gap2 Completed
e Task 4D = NIST Site visit — Project update Deleted from SOW
by NIST
e Task 4E = NIST Site visit — Base Period Program Review Deleted from SOW
by NIST
e Task 4F = Base Period Summary Report Completed

Option Period

Task 5: Provide expertise during coupling of condensed phase model
with gas phase model

Option Period Not
Exercised by NIST

Task 6: 3D flame spread model

Option Period Not
Exercised by NIST

Summary Report — Final

Option Period Not
Exercised by NIST
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Project Kick-off meeting
A project kick-off meeting was held at the start of the project, on November 2, 2005 at the NIST
offices in Gaithersburg, Maryland, to discuss project plan, technical approach and deliverables.

Deliverables and Reporting
All contractually required reports, forms, technical updates and source code, documentation and
supporting files for CPCFD have been provided to the NIST COTR.

The NIST COTR has been provided with the materials listed below.

1. A one page monthly progress report for each month of the project.

2.  Detailed PowerPoint summaries containing quantitative results as the work was
performed (technical updates) and at Task completion. The summaries included
descriptions of model enhancements and model results (e.g., CFD plots for velocity,
temperature field, animations of solution variables, computational run time, XY plots for
key results such as mass loss rate, comparisons to NIST data).

3. The CPCFD computational model at the completion of each Task; provided were all
needed source code, input files and output files.

4. A Final Report (i.e., this document) that includes a description of the modeling method,
test problems for each Task, quantitative results for each task and difficulties encountered
during model development.

During the course of the project, conference call based meetings were conducted that included
NIST and REI technical personnel in which technical updates and technical details of the
modeling effort were discussed. The conference call meetings were held on an as-needed basis
(e.g., one to two conference calls per month).

1.3 Report Organization

The remainder of this document is organized as follows:

e Chapter 2 - a description of the methods and approach used in CPCFD;

e Chapter 3 —a detailed description of the modeling results for each Task performed during
the Base Period;

e Chapter 4 — conclusions from the project;

e Appendix A — a detailed PowerPoint summary for the work effort, model enhancements
and model results for this project; portions of the material in Appendix A were provided
to and discussed with Dr. Kathy Butler (NIST COTR) and Dr. Tom Ohlemiller (NIST)
during the course of the project;

e Appendix B — CPCFD code documentation, including information on:

o Instructions for Using CPCFD to Solve Problems of Task 1, 2 and 3;
o Instructions for Using CPCFD to Solve Problems of Task 4; and
o Instructions for Adjusting Control Parameters to Avoid Divergence.
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2. METHODS AND APPROACH

The general approach used in CPCFD is based on standard finite volume CFD methods, the
details of which are available in many references and thus only briefly described here. Two
topics that merit a more detailed discussion are the technique used to generate and smooth the
free surface of the time varying grid and the algorithm used to advance the solution through time
in a time-accurate manner.

In the following sections, a description of the numerical details used within CPCFD are
described. Provided are:
e an overview of the time varying grid CFD model,
e details for:
0 tracking the free surface;
o wall boundary conditions; and
o the time integration algorithm.
The description of the methods assumes the reader is familiar with CFD modeling techniques.
Literature references are noted where appropriate.
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2.1 Overview of Time Varying Grid CFD Model (CPCFD) model

A numerical method featuring a time-varying grid system was employed to solve the targeted
thermoplastic melting problems. In the method, a grid with a body fitted coordinate (BFC)
system was used to discretize the thermoplastic object. As the object deforms the grid deforms
accordingly, i.e. the free surface of the object is always a boundary of the computational domain.
The coordinate transformation for a three-dimensional case can be written as

&1 =81 (X1, X5, X3, 1)

&, =&, (X1, X5, X3, 1)
&3 = &3 (X1, X, %5, 1)
=1

1)

where t is time, (x,,X,,X;) is another notation for the Cartesian coordinates (X,y,z), and 7 is
the time in the curvilinear coordinate system (&,,&,,<&,) . Note that&,, £, and &, are functions of
time. The Navier-Stokes equations in the new coordinate system is written as

10p 10p o0& 0 1 9¢;
———+= + v —— |=0
Jor Jo& ot o J X,

, . o¢&. O&.
Lo +£5,0U, % + ‘ (puiuk + P )li -2 Oik ii + A9 (2)
J or Jo§ ot g Jox, | 0& J o,

10pc,T 10pc,ToE 0 1 9¢; o, aT o0&, 10,
= += + ) ukjax k =
k

J or J 05 ot S - o0&\ 08, ox, J O,
where J = er.cz:60) is the Jacobian of the transformation, and o, = u %+% is the
O(X,, Xy, X3) X,  OX;

viscous stress tensor [5]. The second term at the left-hand-side of each of three equations above
comes from the time-dependent coordinate transformation. It represents the additional fluxes of
mass, momentum and enthalpy (for continuity, momentum and energy equations, respectively)
introduced by the moving coordinates. It should be noted that the coordinate transformation
(time varying grid) introduces no approximation to the NS equations.

A pressure correction method [6] was used to solve the governing equations. All equations are
discretized using a finite volume method. For the momentum equations the second-order central
difference scheme is used for spatial discretization due to the large viscosity that occurs in
thermoplastic flow problems [10]. For the energy equation a second-order Total Variation
Diminishing (TVD) scheme is applied [10]. Time integration is performed with a fully implicit
three-level method that gives second-order temporal accuracy [5]. The solution must be tightly
converged at each time step to maintain numerical stability over long time periods. Hence, a
multi-grid algorithm is applied to accelerate the convergence of the solution at each time step [5],
[10].
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The solution algorithm follows the well-known Semi-Implicit Method for Pressure Linked
Equations (SIMPLE) approach [6]. In the SIMPLE the solution is advanced through time using a
series of inner iteration loops and outer iteration loops. For a moving grid where the time history
of the grid movement is prescribed (e.g., a piston moving in a chamber), the SIMPLE scheme
can be described as follows:

e Step 1: All variables are assigned initial values at t =t .

e Step 2: Time is advanced to t, =t, + At, the grid is moved to the new position and an iterative

procedure is performed to determine the solution of the coupled non-linear equations at the
new time level.
(Note: for the first time step, a first-order Euler backward scheme is used for the time
integration instead of the three-level method which requires information at two previous time

levels).

» Within each time step, the following steps are repeated:
(Steps 2a to 2d constitute one outer iteration loop)

2a

2b

2C

2d

The momentum equations are discretized and linearized, leading to an algebraic
equation system for each velocity component. These linear equation systems are
solved iteratively in turn to obtain an improved estimate of the velocity at the new
time level. Here, a multi-grid algorithm is used to accelerate the convergence. The
iterations in the linear equation solver are called inner iterations

The improved velocity field is used to calculate new mass fluxes through the
control volume faces and to invoke the mass-conservation equation; the result is
the pressure-correction equation. Upon solving for the pressure correction, the
mass fluxes, cell-center velocities, and pressure are corrected.

The energy transport equation is solved in the same manner as per step (a) to
obtain better estimates for the temperature.

Fluid properties (e.g., viscosity) and source terms (e.g., gasification mass loss
rate) are updated.

» The outer iteration loop (steps 2a to 2d) is repeated until the residual level computed before
the first inner iteration in each equation becomes sufficiently small.
When the non-linear, coupled equations are satisfied to a desired tolerance, the time is advanced

by another At

, and the above described process (Steps 1-2) repeated. The solution from the

previous time step serves as the initial guess for the solution at the next time level.

For the thermoplastic melt flow problems of interest in this report, the grid does not move in a
prescribed manner. Instead, the grid movement if calculated as part of the solution. The arbitrary
grid movement complicates the solution procedure. Furthermore, as described in this report,
special grid smoothing procedures must be performed to avoid simulation divergence. The
SIMPLE solution procedure used for the melt flow problems performed in this report is
described in the next section.
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2.2 Details of CPCFD model
2.2.1 Tracking The Free Surface

The following boundary conditions have to be satisfied at the free surface:

e kinematic condition: this boundary condition implies that the free surface is an interface
between two fluids with no flow through it, i.e.:

m, =0 3)
where “fs” denotes the free surface.

e dynamic condition: this boundary condition implies that the forces acting on the fluid at the
free surface are in equilibrium. If the surface tension force and the viscous stresses at the
free surface are neglected, the dynamic condition reduces to the statement that the pressure
on both sides of the free surface must be the same.

In CPCFD, the dynamic boundary condition is implemented by treating the free surface as a
boundary with a prescribed pressure. In the discretized continuity equation the velocity of the
fluid at the free surface boundary is obtained with a one-sided extrapolation from the interior.
The pressure-correction equation employs a Dirichlet boundary condition at the free surface.

With this approach, at the end of a SIMPLE-step the dynamic condition is satisfied - but not the
kinematic condition. The grid cell face velocities at the free surface, which are corrected after
solving the pressure-correction equation to enforce local and global mass conservation, can lead
to non-zero mass fluxes (m,) To satisfy the kinematic condition, the grid cell vertices which

define the boundary cell face must be moved so that the correction of the volume swept by the
free surface (V) compensates for the mass flux created in the preceding step:

mfs +vf's :0 (4)

An iterative procedure for correcting the free surface is used in CPCFD. The procedure is
incorporated into the outer iteration loop of the SIMPLE algorithm described in Section 2.1.

The SIMPLE solution algorithm, including free surface tracking, used to perform the melt flow
simulations in this report is summarized below.
e Step 1: All variables are assigned initial values at t =t .

e Step 2: Time is advanced to t, =t, + At, the grid is moved to the new position and an iterative

procedure is performed to determine the solution of the coupled non-linear equations at the
new time level.
(Note: for the first time step, a first-order Euler backward scheme is used for the time
integration instead of the three-level method which requires information at two previous time
levels).
» Within each time step, the following steps are repeated:
(Steps 2a to 2e constitute one outer iteration loop)
2a Solve the momentum equations using the geometry defined by the current shape
of the free surface and the prescribed pressure on it. This replaces the inner
iteration loop (step 2a) outlined in Section 2.1.
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2b Enforce local mass conservation in each control volume by solving the pressure-
correction equation, using the prescribed pressure boundary condition at the
current free surface. Mass is conserved both globally and in each control volume,
but non-zero mass fluxes through the free surface can result.
2c Correct the position of the free surface so that the volume defined by its corrected
and previous position compensates for the mass fluxes through the free surface
obtained in the preceding step.
2d The energy transport equation is solved in the same manner as per step 2a to
obtain better estimates for the temperature.
2e Fluid properties (e.g., viscosity) and source terms (e.g., gasification mass loss
rate) are updated.
> The outer iteration loop (steps 2a-2e) are repeated until all equations and boundary
conditions are satisfied (i.e., until the mass fluxes are zero and the residual of each
equation is smaller than a threshold value).
The time is advanced by another At, and the above described process (Steps 1-2) repeated. The
solution from the previous time step serves as the initial guess for the solution at the next time
level.

The free surface correction procedure described in step 2¢ (above) is illustrated in Figure 2.1.
| Mhc |
| o ¥ 'e'y o —¥ o ¥

© 0-v-
| |
, Aher pht S =
VO Cl V1 C2 V2

fs1
X | fs2
- |

4—
v Vertices at free surface before adjustment
o Control points at free surface before adjustment
V  \Vertices at free surface after adjustment
o Control points after adjustment

Grid lines before adjustment

= = = - Grid lines after adjustment

Figure 2.1 Sketch for free surface correction procedure.

In the current implementation, the vertices that define the free surface are only allowed to move
in one direction (i.e., in the X direction in Figure 2.1). This significantly simplifies the re-
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meshing algorithm and has been shown to be adequate for modeling the targeted thermoplastic
deformation problems.

e The first step in the free surface correction algorithm is to define a set of control points
along the current free surface. The current cell face centers are selected for this purpose.
The corrected positions of the control points defined by the displacement Ah. are

calculated as
AR M At )
c oA 1
where my is the mass flux thought the cell face, 4t is the time step, p is the density, and

A is the area of the cell face.

e The corrected positions of vertices are defined by the displacementAh,, which is
computed by averaging neighboring Ah;’s. If uniform grid spacing is used in the Y
direction, such as shown in Figure 2.1, then Ah, is expressed as

Ah\/,n = %(AhCn +AhC,n+l)' (6)

where n is the index of the vertex.
e The free surface after correction is defined by the corrected vertices shown as dashed line
in Figure 2.1.

The grid in the interior of the solution domain must respond to the movement of the vertices in
the free surface, to preserve its good quality (i.e., avoid grid skewness). A simple and general re-
meshing technique for the internal grid, which can be successfully applied in all situations and
for all geometries, is difficult to devise. The current algorithm simply re-adjusts the location of
the inner vertices to preserve the same relative position between the free surface and the opposite
boundary. In addition to the adjustment of the interior grid, the mass fluxes through the interior
cell faces may also need adjustment to maintain mass conservation in the new control volume.

As shown in Figure 2.2, the mass flux m*** after the grid adjustment is calculated as

kil V
k+1 k ,0 (7)

Interior vertices before adjustment

Interior vertices after adjustment
m ——— Grid lines before adjustment
= = = Grid lines after adjustment

Figure 2.2 Sketch of interior grid adjustment.
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2.2.2 Wall Boundary Condition

In CPCFD, the wall boundary conditions are implemented by using “ghost” cells. Ghost cells are
grid cells that form the boundary of the computational domain. The cell center quantities such as
velocity and temperature of a ghost cell are not updated in the procedure of solving the
governing partial differential equations (PDEs). A “wall cell” is a ghost cell that forms the solid
wall surrounding the computational domain. A “fluid cell” is a grid cell in the interior of the
computational domain whose cell center quantities are the solution of the governing PDEs.

In this project, wall boundary conditions are characterized as no-slip/slip, no-penetration, and
adiabatic/constant temperature.

In CPCFD, the slip wall boundary condition is implemented by equating the cell-center
velocity components in a wall cell (i.e., ghost cell) with its neighboring fluid cell.

The constant temperature condition is implemented by setting the temperature at the wall
cell (i.e., ghost cell) cell-center to a given temperature.

The no-slip, no-penetration wall boundary is implemented by setting the cell-center
velocity components in the wall cells (i.e., ghost cells) of the boundary to zero. When
calculating the diffusive source terms in the momentum equations, the velocity
components at the wall cell face-center are needed. In CPCFD, the velocity components
at a grid cell face-center are obtained by interpolating the velocity components at the two
grid cell-centers that share the same grid cell-face. The interpolation factor is determined
by the respective distances between the grid cell face-center and the two grid cell-centers.
For the velocity at the wall cell face-center, the interpolation factor is either 0 or 1
depending on where the wall cell lies relative to the fluid cell. For example, if the grid
cell above (north of) the fluid cell is a wall cell (i.e., ghost cell) then the interpolation
factor is 1. With this approach, the velocity components at a wall cell face-center is
always set equal to the velocity components at the wall cell cell-center, which is always
zero for a no-slip, no-penetration wall.

The adiabatic wall boundary condition is implemented by setting the neighboring
coefficient associated with the wall cell to zero. For example, the 1D generic transport
equation (Eg. (10)) can be written as a discretized algebraic equation for cell P as
follows:

AETE+ANTW_(AE+AN_SP)TP:SU’ (8)

where T is the cell center fluid temperature to be solved; Ag, Aw, and Ap = (Ag+Aw-Sp)
are the coefficients; Sy and Sp are the source terms; and cell E and cell W are the
neighboring cells of cell P and lie to the east and west of cell P, respectively.

For illustration purposes, it is assumed the east side of cell P is an adiabatic wall. Thus,
cell E is a wall cell (i.e., ghost cell) and its cell center temperature Tg must be equal to Tp.
Substituting the condition T, =T, into Eq. (8) results in
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ATy _(AN_SP)TP =3y, 9)

which implies Ap=-(Aw-Sp). This is equivalent to assigning Aeg to 0 before Ap is
calculated. In CPCFD, Eq. (9) is used to construct the linear equation system for the
unknowns and is solved iteratively.

The above implementation for the adiabatic wall boundary condition implies that the zero
heat flux condition (i.e., adiabatic condition) at the wall face is satisfied along the line
that connects the fluid cell cell-center and the wall cell (i.e., ghost cell) cell-center.
However, if the line is not perpendicular to the wall surface, an error is introduced into
the solution. In CPCFD, this error is eliminated by adjusting the wall cell (i.e., ghost cell)
cell-center positions during the re-meshing step so that the line connecting a fluid cell and
its wall cell (i.e., ghost cell) counterpart is always normal to the wall cell cell-face. This is
illustrated in Figure 2.3. Here, the wall cell cell-face is defined by vertices a and b, and
point ¢ is the cross point of the wall cell cell-face and the line connecting the two cell
centers. As long as point c is within face ab, the scheme remains first-order accurate. If
point c lies outside ab, then grid refinement in the vertical direction is needed to maintain
first-order accuracy.

Ghost wall cell

/ /Adiabatic wall surface

NN N

Figure 2.3 Sketch of the scheme to enforce adiabatic wall boundary condition.
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2.2.3 Time Integration Algorithm

As noted above, two time integration methods are used in CPCFD. The first order, implicit Euler
method is used for the first time step of the solution. A second order implicit method is used for
all subsequent time steps.

First Order Euler Method

Originally, the first order implicit Euler method was the only time integration method available
in CPCFD [5]. For illustration purposes, we consider a one dimensional (1D) generic transport
equation with constant velocity, constant fluid properties, and no source terms:

2
op __, 99 L9 (10)
ot X p ox*

If a central differencing scheme is used for the spatial derivatives, the discretized algebraic
equations in the implicit Euler method are written as:

Ap¢in+1 + AE ¢irHl + A/v¢|r:l = QP, (11)
where
_p T
£ 2AX (Ax)2
- B S
A= o )
P .
A =—(Ac + +—;
P ( E A\N) At
_P
QP - At ¢|

The above method is unconditionally stable but has a first order truncation error.

Second Order Implicit Method

To achieve higher time accuracy, a fully implicit scheme of second order accuracy [5] is used in
CPCFD. By using a quadratic backward approximation in time and central differencing in space,
the resulting algebraic equation for the 1D generic transport equation is written as:

2p P in
A _n+1 + A _n+1 + _n+l _ =~ _n _ _n 1 13
P¢| E¢|+l A\N¢|—l At i 2At ¢| ( )

where the coefficients Az and Ay are the same as in case of the implicit Euler scheme. However,
the central coefficient now has a stronger contribution from the time derivative:

A, :—(AE+AN)+3—’O, (14)
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and the source term contains contribution from time level t,.;. The implementation of the second
order scheme on top of the implicit Euler scheme is straightforward.

Stability and Time Step Size

Although both methods are unconditionally stable, it was found that the solution may diverge if
the time step is too large. This can occur due to the free surface tracking scheme being an
explicit procedure (see Eq. (5)). In the current model, the time step is determined by

At = min(Atmax : C?U—TJ (15)

where Atmax IS a user supplied maximum time step and c is the Courant number. In simulating the
targeted thermoplastic deformation problem, if oscillations occur or the solution diverges, the
user must either reduce the maximum time step or reduce the Courant number.
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3. RESULTS AND DISCUSSION

In this section the modeling results for the different test cases investigated are provided. The
material in this section is organized by Task (see Table 1.1). Provided, in order, are descriptions
of the work effort and example results for:
e Task 0: Port CPCFD computer code to Fortran 90
e Task 1: 2D condensed phase melt-drip model with steady imposed heat flux.
0 Task 1A =visit NIST for project kickoff meeting/discussion
0 Task 1B = Perform model for Resin 1
0 Task 1C = Perform model for Resin 2
e Task 2: Add radiative and convective heat losses and in-depth absorption of radiative
heat flux
0 Task 2A = perform model for Resin 1 using heat loss boundary condition at the
heated surface
0 Task 2B = perform model for Resin 1 using heat loss boundary condition at the
heated surface and in-depth absorption
0 Task 2C = perform model for Resin 2 using heat loss boundary condition at the
heated surface and in-depth absorption
e Task 3: Add gasification
0 Task 3A = Perform model for Resin 1
0 Task 3B = Perform model for Resin 2
e Task 4: Include melt pool on catch surface
0 Task 4A = perform model for resin 1 with gap 1
0 Task 4B = perform model for resin 2 with gap 1
0 Task 4C = perform model for resin 1 with gap 2
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3.1. Task 0: Port CPCFD to Fortran 90

The CPCFD code was originally written in C++. To reduce concerns about future enhancements
and support, NIST required that the delivered computational model be written in Fortran 90.
Hence, the first task performed by REI was to re-write the code in Fortran 90. The Fortran 90
version of CPCFD retains the object-oriented design of the C++ code and is organized into two
subroutines and a main program. The test problem from the NIST RFP is used to demonstrate the
consistency between the C++ code and the Fortran code. The results are described below.

The test problem is a triangular object resting in a flat container. The object is 5 cm high and
makes an angle of 45 ° with the container surface. Figure 3.1 below illustrates the right half of
the problem. A constant heat flux is applied to the surface of the object, and heat losses due to
radiation and convection are taken into account. Free-slip boundary conditions and adiabatic
boundary conditions are applied to the plane of symmetry along the left face of the object and
also to the base and side wall of the container.

.-

g
T
Hc
Container l

: w :

Cc
Figure 3.1 Sketch of 2D test problem used in Task 0.

A 102x52 grid is used to model the test problem. A constant time step of 2 seconds is used. The
convergence criterion for each time step in the simulation is that at least five significant digits
remain unchanged from iteration to iteration. The simulation was run for 1300 time steps (2600
seconds in integration time).

Shown in Figure 3.2 is the object height as a function of time. The result from the C++ code is
plotted as a solid line and the result from the Fortran code is plotted as a dotted line. The
difference between the two solutions are negligible. It requires 2502 seconds for the object
height, H, to be reduced down to 0.26H, (0.013m), after which the object height decreases at a
smaller rate as it approaches steady state. Shown in Figure 3.3 and Figure 3.4 are the temperature

contours and velocity vectors, respectively, at 1000 s. Again, the results are almost identical. It
should be pointed out that the Fortran code runs slightly slower then the C++ code.
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Figure 3.2 Object height as a function of time.
time = 1000 s Temperature (K)
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C++ Code -
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Figure 3.3 Temperature distribution at selected time (1000 s).
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time = 1000 s

C++ Code

Fortran90 Code

VI (m/s)
m 1. 2E-004
W0.0E+000

Figure 3.4 Velocity vectors colored by velocity magnitude at selected time (1000 s).
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3.2. Task 1: 2D model with steady imposed heat flux

3.2.1 Task Overview

In this section, the CPCFD code is used to solve for the flow and temperature field that results
for an upright 2D thermoplastic slab exposed to a steady heat flux on one side. The Task 1 test
problem is illustrated Figure 3.5. The slab rests on a fixed boundary surface on the right and
bottom faces with adiabatic heat properties. The geometry of the catch surface is ignored in this
task. The viscosity of the slab is strongly dependent on temperature, and the material flows out
over the bottom boundary when its temperature is sufficiently high. The steady imposed heat

flux is applied directly to the material surface regardless of its shape.

The behavior of two polypropylene resins, PP702N and PP6523, are examined. As described
below these two resins have very different viscosity-temperature relationships. This task was

—

Sample
i h, g
y
JIRE
iﬁ] Catchpan

=

hc
T : |

Figure 3.5 Geometry and boundary conditions of the 2D test problem for Task 1.

performed in three steps:
Task 1A = visit NIST for project kickoff meeting/discussion;
The project kick-off meeting was held at the start of the project, on November 2,
2005 at the NIST offices in Gaithersburg, Maryland, to discuss project plan,

Provided, in order, in the remainder of this section are:

technical approach and deliverables.
Task 1B = Perform model for Resin PP702; and
Task 1C = Perform model for Resin PP6523.

Left face of sample:

Constant heat flux g, applied to
surface of flowing material:

k 0T/os = - qg, where s is in the
direction normal to the surface

Right face of sample:
u =0 (no penetration)
v=0 (no-slip)

o0T/ox = 0 (adiabatic)

Top, bottom faces of sample
v =0 (no penetration)

u=0 (no-slip)

0T/oy = 0 (adiabatic)

W, = 25 mm; hs = 250 mm

the free surface smoothing scheme used to ensure stability during simulations;

improvements to the free surface tracking algorithm used to determine the locations of

vertices that are common to the free surface and a no-slip wall;

model results for Task 1B (for PP702N); and
model results for Task 1C. (for PP6523).
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3.2.2 Free Surface Smoothing
Ghost

No-slip adiabatic Modeling experience highlighted the need to develop a
grid smoothing scheme that could be applied to the free
surface to avoid fluctuations in the solution when the free
surface is almost parallel to the gravitational force. As
shown in Figure 3.6, the new location of vertex C in the X
direction after one time step is calculated as follows:

1. Calculate the new face center locations

xrer — xod o Mo Ay (16)
° ° PP
2. Calculate the temporary vertex point locations
* 1 new new
Xc :E(XB + Xp ) (17)
Figure 3.6 Surface smoothing 3. Smooth the moving boundary
scheme. X =1-a) x +a -%(x,‘i‘d L2xC+X0), (18)

where a is a blending factor, m, is the mass flux through the cell face, 4t is the time step, p is
the density, and Ace is the area of the cell face. Note that in Step 2 and Step 3 the positions of the
boundary vertex point (e.g., point A in Figure 3.6) are not updated and x3¢ is used in Eq. (18).

The algorithms used to calculate the positions of the boundary vertex are described in the next
section.

Figure 3.7 shows the evolution of the free surface in two test cases similar to the Task 1 test
problem. The value of the blending factor o is set to 0.0 and 0.01, respectively. Furthermore,
note that for a = 0.0 no smoothing is performed at the free surface.

a=0.0

a=0.01

t=100 t=200 t=210 t=220 t=230

Figure 3.7 Fluctuations in free surface with small blending factors. The top row uses a
blending factor of 0.0 and the bottom row uses a blending factor of 0.01.
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From Figure 3.7, it can be seen that with no smoothing, or a very small blending factor,
fluctuations develop along the free surface at a very early stage of the simulation.

Figure 3.8 shows the results for using three larger blending factors. It is found that, when o> 0.1,
the free surface becomes very smooth and no fluctuations occur during the calculations. For most
simulations, a blending factor of 1.0 is used. The blending factor is set within the source code for
CPCFD.

a=0.5 =t a=1.
a=0.1
t=300s t=400s t=500s t=600s

Figure 3.8 Free surface evolution with large blending factors (0.1, 0.5, 1.0).
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3.2.3 Tracking the Free Surface at the Edges

As outlined in Section 2.2.1, the kinematic condition is used to move the control points (i.e., free
surface cell face centers). The cell vertices between these control points are then moved to
locations obtained by interpolating coordinates of neighbor control points, but it remains open
how to move the points at the edges of the free surface. For points on the free surface the vertex
moves the same distance as the neighboring control point. However, the edges between free
surface and the solid wall require special attention.

Ghost cell For the vertex point on the free surface that resides

AN No-slip adiabatic wall on the solid wall the grid vertex point is allowed to
\ move along the wall, but the movement is
performed in a manner that enforces the “no-slip”
condition. Simply fixing the location of this grid
point is not adequate; such an approach results in
significant grid skewness that leads to divergence of
the simulation.

Three models (algorithms) have been investigated
E Moving boundary to move thfe vertex _points at th(aj solid_ wall-free
o surface vertices. In Figure 3.9, point A is a vertex
¢ shared by the no-slip wall and the free surface,
vertices A, C, E, and F lie on the free surface, and
points B and D are cell face centers that serve as
control points.

I [~

y As outlined in Section 2.2.1, the first step in
determining the moving boundary after each time
step is to calculate the new control point locations,
for example

m
Xp = x24 4 —B At (19)
PAxc

Figure 3.9 Schematic for tracking the
free surface at the edge.

where m; is the mass flux through face AC obtained by solving the momentum equations and
pressure-correction equation. It should be noted that, in solving for mg, the no-slip boundary
condition is satisfied. The second step is to calculate new locations of the vertices by
interpolating the positions of neighbor control points. However, for vertex point A on the edge,
special treatment is needed. The three models tested pertain to step 2 in the free surface
correction algorithm in section 2.2.1.
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Model 1
In this algorithm vertex point A is simply moved by the same amount as its neighboring vertex
(i.e., point C), resulting in:

X =xg = l(xgew + xgeW) : (20)

new

After computing x, ", a smoothing step is applied which updates the locations of the interior

new

vertices (e.g., point A and point E) and x}™ from Eq. (20) is used instead of x5 in Eq. (18) .

new

No smoothing is applied to x,™.

Model 2
The second approach investigated assumes that vertex A moves the same amount as the control
point next to it (i.e., cell face-center point B). In this approach, Eq. (20) is replaced by

m
= X" = xJ? + —E_At. (21)
PAx

new

After computing x, ", a smoothing step is applied which updates the locations of the interior
vertices (e.g., point A and point E) and x* from Eq. (21) is used instead of x3° in Eq. (18) .

new

No smoothing is applied to x,™.

Model 3
The last approach investigated involves applying the smoothing process to the interior vertices
before updating the position of the edge vertex. In this approach, Eq. (17) and Eq. (18) are

new

applied as described in Section 2.2.1, after which x;™ is computed from:

new

Xp = x 1 :%(x,‘;’d +2Xg + x;) (22)

new

No smoothing is applied to x,™.
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Comparison of the Three Models

Figure 3.10 shows the test results using these three models. The test case is similar to the Task 1
problem, where the top boundary is a no-slip wall and the right side boundary is the free surface

exposed to a constant heat flux.

Model 3

Model 3

Model 1 Model 2 Model 1 Model 2

Model 3 Model 3
/ Model 2
Model 1
Model 1
t =250 sec t = 350 sec

t =450 sec t =550 sec

Figure 3.10 Free surface evolution using three different surface tracking algorithms.

In Figure 3.10, it can be seen that the edge vertex at the top-right corner retreats much faster in
Model 1 than in Model 2. This is because in Model 2, the movement of point A is approximated
by the movement of point B rather than point C (see Figure 3.9). The no-slip wall boundary
condition has a stronger influence on point B than point C because point B is halfway closer to
the wall than point C. The different melting behaviors observed in Figure 3.10 for Model 1 and
Model 3 are a result of the surface smoothing process.

Figure 3.11 shows the mass loss histories
obtained from the test case using the three
different  surface tracking  models
described above. Although the different
models strongly impact the shape of the
free surface (i.e., Figure 3.10), the
differences in the mass loss histories are
very small for these simulations.

Mass Loss Percentage (%)
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Figure 3.11 Mass loss percentage as function
of time for three surface tracking algorithms.
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Model 1 is used for the simulations performed for the Task 1, mainly because the issue of
tracking the edge vertex was not raised until the simulations for Task 2 were being performed.
Furthermore, Model 1 was adequate for the problem addressed in Task 1. During the work effort
for Task 2 it became necessary to develop a better method to treat the vertex point at the edge of
the free surface. In the parametric study described in this section, the simulation using Model 3
predicted a free surface shape that, qualitatively, better agreed with observed behavior in NIST
experiments and with simulation results obtained by NIST using a volume of fluid (VOF)
method [1]. Therefore Model 3 is used for the simulations presented for Task 2 and Task 3. None
of the models were needed for the simulations performed for Task 4.
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3.2.4 Task 1B: Modeling Results for Resin PP702

) PPTO0ZN Figure 3.12 shows the measured viscosity of the
‘ ' ‘ ' PP702 polymer as a function of temperature with a
Polymer 1 fixed shear rate of 0.1 [13]. Note that in the figure the
B melt viscosity uses a log scale. In addition, the figure
highlights a highly non-linear temperature-viscosity
relationship; that is, small changes in temperature
v & 1 result in very large changes in viscosity. The solid line
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The width and height of the 2D object are 25 mm and 250 mm, respectively. All material
properties are constant except the viscosity; the density (p) is 900 kg/m®, the heat capacity (Cp)is
2400 J/kg-K, and the heat conductivity (k ) is 0.5W/m-K. The initial temperature is 300 K and
the external heat flux is 20,000 W/m?. The external heat flux is implemented as a source term in
the energy equation, and it only affects the control volumes immediately next to the free surface
(i.e., in-depth absorption is not modeled and all the energy is absorbed in the free surface). No
heat loss is considered in this task. Due to the lack of key physical models such as radiative heat
loss in the model, overheating of the material (i.e., the temperature rises to more than 1000 K)
occurs when the width of the object becomes too small). Overheating causes sharp changes in
viscosity (e.g., one order of magnitude change in viscosity due to several degrees difference in
temperature) along the free surface. The material with low viscosity tends to roll-over the
material with high viscosity, which cannot be handled by CPCFD. To overcome this problem, an
artificial heat sink term is added to the energy transport equation. The heat sink term is
constructed to mimic the gasification heat loss term. However, no mass loss is involved in the
model for this Task. The heat sink term can be expressed as a function of temperature (T ) as :

q=-B exp(— %j . (23)

For Task 1B and Task 1C, the constants in Eqg. (23) are chosen asB=6.276x10% and
E =-25350. The heat sink term is negligible when the temperature is below 700 K and becomes
significant when the temperature exceeds 750 K.

To evaluate the sensitivity of the model results (e.g., mass loss rate) to grid resolution, four grids
- 14x 200, 15x 200, 19x 200and 21x 200- with different levels of grid resolution near the free
surface are used in the calculations. The latter three grids are shown in Figure 3.13. Note that the
lines shown in the figures connect cell centers instead of vertices. In the vertical direction the
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grid cell spacing is uniform with 200 cells. In the horizontal direction the grid cell spacing is
biased (i.e., non-uniform). In the 15x 200 grid, the first three layers of cells next to the free
surface have a cell size of 0.625 mm in the horizontal direction. In the19x 200grid and the
21x 200grid, the cell size near the surface reduces to 0.5 mm and 0.3125 mm, and the number of
cells with these cell sizes increases to 4 and 6, respectively. These small cells form a layer along
the free surface with a width of about 2 mm, which is adequate to cover the melt flow based on
the experience gained in a trial-and-error process. The initial width of the outlet boundary is set
to a small value, i.e., 0.5 mm. There are 3, 4, and 6 cells in the outlet boundary in the three grids,
respectively. The ratio of the cell sizes in the horizontal direction is fixed throughout the
calculation, thus increasing the number of small cells near the free surface leads to higher
resolution of the sharp gradient near the surface. Because CPCFD uses a moving grid method,
the region of high grid resolution tracks the time dependent location of the free surface.

Because the interface is always a boundary in the interface tracking method implemented in
CPCFD, high grid resolution is only required near the moving boundary. This is not the case for
methods such as VOF in which high grid resolution must be used throughout the computational
domain because the interface lies inside the domain and the location of the interface changes
with time [1]. Hence, using grids with biased cell spacing with dimensions of 15x 200,
19x 200, and 21x 200 in the CPCFD simulations provides a grid resolution at the free surface
that is equivalent to that of grids with a uniform cell spacing with dimensions of, respectively,
40x 200, 50x 200, and 80x200. Note that VOF simulations typically require a grid with a
uniform grid cell spacing.

{ * 15X200cells ® 19X200 cells | °* 21X200cells
® Biased Grid Spacing in ® Biased Grid Spacing in E ¢ Biased Grid Spacing in
Horizontal Direction Horizontal Direction Horl\z/ontal Direction
v smallest grid cell v smallest grid cell smallest grid cell
less than 0.625 less than 0.5 mm |n61?nS than 0.3125
mm v’ four grid cells at Vo
v three grid cells at outlet boundary six Igrld cells at
outlet boundary v Initial grid v outlet boundary
v Initial grid equivalent to s Initial grid
equivalent to 50X200 uniform : equivalent to
40X200 uniform grid in VOF 80X200 uniform
arid in VOF arid in VOF
D ——— 11
No-slip wall S.e4my idth of the outlet boundary

Figure 3.13 Computational grids used in Task 1A and Task 1B.
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In the calculation, the residual is used to determine convergence. The residual for a solved
quantity Y is defined by the coefficients and source terms of the discretized equation (i.e., Ag, Aw,
An, As, and Sy) and the solved quantities at the cell centers (i.e., Yp) and at each cell face center
(i.e., Ye, Yw, Yn and Ys) .
2R
R’ =7+log,, —C"‘ZL*\PY : (24)
Calculation domain

where R} =AY, +A,Y, +AY, +AY,+S, -AY,, and ¥, =A)Y,. During each time step,
iteration is terminated when residuals of all solved quantities are below 1 (i.e., at least six
significant digits of the solution remain unchanged from iteration to iteration). Figure 3.14 shows
a typical residual history for a single time step. The number of iterations required to reach
convergence depends on many factors. Typically, during the early stages of a simulation many
iterations (e.g., more than 200) are required to converge the solution at each time step. After the
resin starts to flow, typically less than ten iterations are required. A minimum number of
iterations in each time step can be set in the input data file to force CPCFD to always perform a
minimum number of iterations at each time step regardless of the convergence criteria. Other
factors that impact the convergence history include the under-relaxation factor, time step size,
and characteristics of the problem itself (e.g., type of resin, external heat flux).

——Mass
——U Velocity
3 ——V Velocity

—— Temperature

Residual

0 50 100 150 200 250

Number of Iteration

Figure 3.14 Typical residual histories in one time step.
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Model Results
The calculated mass loss (i.e., the mass leaving the computational domain) percentage as a
function of time is shown in Figure 3.15 for each of the four grids described above.
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Figure 3.15 Mass loss percentage as a function of time on four grids (PP702N).

It can be seen that the results are very sensitive to the grid resolution near the free surface. The
two coarser grids (14x200, 15x200) are not adequate to resolve the sharp temperature gradient
near the surface and lead to very different melt behaviors. The two finer grids (19x200, 21x200)
yield similar results in terms of mass loss history and “steady state” mass loss rate (i.e., grid
convergence). In CPCFD, the size of the time-step is determined based on the CFL constraint,
which is a model input. The above four cases all used the same CFL number, resulting in each
case using a different time step. In general, the 21x 200 grid case has the smallest time step size.
Hence the temporal error also plays a role in making the mass loss histories different.

Figure 3.16 shows the calculated free surface location and the temperature field as a function of
time for the case where a 21x 200 grid is used. Within the first 100 seconds, the movement of the
free surface is negligible under the simulated condition (i.e., 30 KW/m, heat flux). However, the
temperature in the thin layer neighboring the free surface can be seen to build up due to the
external heat flux. As the temperature rises, the viscosity of the resin decreases rapidly. At about
120 seconds, noticeable movement of the free surface can be seen at the top-right corner. At
about 200 seconds, the melt material starts to flow rapidly downwards along the free surface. A
thin layer of melted polymer with high temperature can be seen near the free surface. From about
200 to 250 second, the mass loss rate appears to reach steady state. After 260 seconds, the flow
slows down as most of the material has now left the computational domain.
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Grid: 21X200

Temperature
700

Hogg

® Thin layer of
melted polymer
with high
temperature

T=10s T=50s T=100s T=150s T=175s T=200s T=215s T=230s T=240s T=260s

Figure 3.16 Free surface location and temperature field as function of time (PP702N).

In Figure 3.16, it can be seen that the top of the free surface retreats much faster than the other
part of the surface once the thin melt layer is formed. Between 200s and 215s, a “belly” (or
bulge) develops in the lower part of the free surface. These phenomena have not been observed
in experiments or VOF simulations performed by NIST [13]. The cause for this predicted
behavior is not known. However, parametric studies indicate that:

1. the free surface smoothing algorithm and the free surface edge tracking algorithm
described in the previous two sections (i.e., Section 3.2.2 and Section 3.2.3, respectively)
have great impacts on the shape of the free surface, particularly near the boundary at the
top wall; and

2. the inclusion of more physical processes, such as in-depth absorption (see Section 3.3.2
for details), can help avoid the development of the “belly” that is observed in the
simulations.

Snap shots of the velocity field (displayed with velocity vectors) are shown in Figure 3.17, which
shows the melt flow along the free surface. The results shown are from the 21x 200 case and are
taken at time 220 seconds. Note that the velocity magnitude is zero everywhere except near the
free surface. Note that the grid lines in the figure connect the cell centers and the vectors are
formed by using cell center velocity components. In the figure, all velocity vectors are scaled by
the same factor and the grid cell size varies along the extent of the free surface due to the moving
grid algorithm used in the solution procedure.
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PP702
Grid: 21X200
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Velocity ~ 0 everywhere
except near free surface layer

Figure 3.17 Velocity vectors at time = 220 seconds (PP702N).
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Compare Model Results and NIST Experimental Data

The temperature profiles on the free surface from the above case (21x200 grid) at selected times
(200 seconds, 230 seconds, 240 seconds) are plotted in Figure 3.18. The predicted results show
that, at the early stage when conduction is the main heat transfer mode inside the material, the
surface temperature distribution is more uniform than that at a later stage, when convective heat
transfer becomes stronger. The average free surface temperature observed in similar experiments
at NIST was about 613 K (Ohlmiller FAX 01-18-06). The predicted average surface
temperatures as shown in the figure are in the range from 675 K to 700 K. The higher average
surface temperature calculated by the code may be due to the lack of critical models, such as
radiative heat loss on the surface, gasification, etc.
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©
>
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Figure 3.18 Temperature profiles on the free surface at selected times (PP702N).

Computational Resources

The computational times and memory requirements for the cases performed in Task 1B are
summarized in Table 3.1. All calculations were run on a Dell Precision 450 Desktop PC with a
Xeon 3 GHz CPU.

Table 3.1 Clock Time and Memory Requirement for Task 1B Cases.

Case Wall Clock Time (hr) Memory Requirement (MB)
14 X 200 24 1
15 X 200 36 1
19 X 200 100 2
21 X 200 120 2
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3.2.5 Task 1C: Modeling Results of Resin PP6523

Figure 3.19 shows the measured viscosity of PP6523 polymer as a function of temperature with a
fixed shear rate of 0.1 [13]. The solid line in Figure 3.19 is used in the CFD model to describe
the highly non-linear viscosity-temperature relationship, which can be expressed as

PP&523

4
10 g
jans v

10° T <25°C
1000 [ 6 o o
. Undegraded Polymer g, 10°(220 - T)/(220 - 25)+ f,(220) 25°C <T < 220°C
& 100f u= f,(T) 220°C <T < 350°C
= f,(T) 350°C <T < 430°C
= 10 L
g f,(430) T >430°C
2 1E Melt from 30 kWW/m’ 5
. o N, f,(T)=10"(-85.843 +1.3870 T —7.979 x10 > T? + 2.0286 x10 5 T ~1.9344 x10°T*)
o 01} E
= MA L] f,(T)=107(100.90 - 0.4771T +5.533x10*T?)
0.01 L  Melt from 40 KWW/ X:E"‘
0.001 ! ! !
200 250 300 350 400 450

Temperature (C)
Figure 3.19 Viscosity-temperature
relationships for PP6523.

Model Results

Comparing the viscosity-temperature relationship used for PP6523 with that for PP702N, it can
be seen that the viscosity of PP6523 is much greater than that of PP702N when the temperature
is below 620 K, but is an order of magnitude smaller than that of PP702N when temperature is
above 700 K.

The grids used in Task 1b are re-used in the current task. Figure 3.20 shows the calculated mass
loss histories. The case with the coarsest grid (14x200) predicts a very different melting behavior
as compared to the other three grids; a much longer time is required before the polymer flows
and the mass loss rate is also much smaller. The differences among the three cases with finer

100 grids are much smaller than the
90| | presa 10x200 @@6228& e differences between them and the
S 80 { |APP6523,15%200 o e case _W|th _the coarsest  grid,
§ 70| [0PP6523,14X200 g O |nd|cat|ng_ grid convergence has
2 601 oA . been achieved. Again, because the
Z 50 o . time-step size varies differently in
2 40 ] o, . each case, temporal error also plays
£ 30+ o~ . a role in making the mass loss
§ 201 o 0 histories different.

0 50 100 150 200 250 300 350 400 450
Time (sec)
Figure 3.20 Mass loss percentage as a function of
time for PP6523 on four grids.
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Compare Model Results for PP702N (Task 1B) and PP6523 (Task 1C)

A “steady-state” mass loss rate (i.e. averaged mass loss rate) is calculated for certain time
periods and summarized in Table 3.2. For the cases using the finest grids (19x200, 21x200), the
steady-state mass loss rates are very close to each other. The results also show that PP65223
flows slightly faster than does PP702N under the same external heat flux, which may be caused
by the lower viscosity of PP6523 at temperatures above 650K.

Table 3.2 Calculated Steady-State Mass Loss Rate.

Case PP702N PP6523
Mass loss rate Time period Mass loss rate Time period
(g/s m) (second) (g/s m) (second)
14X200 28.1 220 - 330 33.8 250 - 400
15X200 315 210 -320 59.1 200 - 290
19X200 63.3 180 - 260 70.7 200 - 270
21X200 62.4 180 - 260 70.5 200 - 270

Computational Resources

The computational time and memory requirement for the cases performed in Task 1C are
comparable to those of Task 1B (see Table 3.1).
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3.3. Task 2: Surface Heat Loss and In-depth Absorption of Radiative Heat Flux
3.3.1 Task Overview

For Task 2, the CPCFD model established in Task 1 is modified to include the radiative and
convective heat losses from the heated surface and to include in-depth absorption into the
polymer of the imposed radiative heat flux. Computational results have been obtained for two
polymer resins (i.e., PP702N and PP6523). The task was performed in three steps
e Task 2A: perform model for PP702N with heat loss boundary condition at the heated
surface
e Task 2B: perform model for PP702N with heat loss boundary condition at the heated
surface and in-depth absorption
e Task 2C: perform model for PP6523 with heat loss boundary condition at the heated
surface and in-depth absorption

Several modeling issues were investigated during the performance period of Task 2. These
include the following:

e afree surface tracking scheme for the no-slip boundary at the top wall;

. implementation of an adiabatic wall boundary condition for grid lines that are not

orthogonal to the solid wall; and

o the free surface smoothing function
Although not included in the original statement of work, simulation of a third polymer resin
(PP23K) was also performed to investigate particular aspects of the model. Results and
discussions for the investigations of the PP23K resin can be found in Section 3.2 and in the
PowerPoint progress reports and e-mails with NIST dated between May and June, 2006.

In this section, provided are
e adescription of the surface heat loss model and the in-depth absorption model; and
e modeling results from Task 2A, 2B, and 2C.



REI 4714 A Computational Model For Fire Growth & Spread On Thermoplastic Objects 35

3.3.2 Heat Loss and In-depth Absorption Models

The heat loss model added in Task 2 accounts for the heat transfer processes occurring between
the heated free surface and the surrounding environment. Two heat transfer processes are
considered - free convection and heat radiation.

In Task 1, the external heat flux is applied only on the free surface and the energy transmitted
into the interior of the material occurs only through heat conduction and heat convection.
However, in experiments, it has been observed that the heated polymer becomes semi-
transparent and thus allows the external radiative energy to penetrate the exposed surface [13].
The in-depth absorption model developed in this task accounts for this mode of energy
distribution, in addition to heat conduction and heat convection.

Figure 3.21 is a sketch of the new models developed in this task. A 2D 5.0cmx10.0cm (width x
height) polymer sample is modeled with the free surface facing right. The other three sides of the
sample are modeled as no-slip adiabatic wall boundaries. The free surface is exposed to an
external heat flux
represented by lp, which
penetrates the surface and its
|0 intensity (i.e. 1) reduces with
« increasing depth due to the
in-depth absorption effect of
the material. Heat losses due
to heat radiation and free
Polymer Sample | Jrad convection are represented
(5.0cmX10.0cm) # by Qrad  and  Qeonv
respectively. These heat loss
effects are only applied to
the free surface. Within the
CPCFD code, grag and qconv
are treated as additional
Figure 3.21 Sketch of in-depth absorption and source terms in the energy
heatloss models. transport equation and can

be expressed as:

« Free surface

no-slip wall

q conv

O adiation = _ASU(T4 _To4)’ (25)
and

qrconvection = _Ahconv (T _TO)' (26)
In the above equations, A is the surface area; ¢ is the emissivity (=1.0); o is the Stefan-
Boltzmann Constant (=5.67e-8 Wm™2K™); Ty is the ambient temperature (=298 K); and hcony is
the convective heat transfer coefficient (=8.0 Wm?K™).

The in-depth absorption effect is modeled using an additional heat source term in the energy
transport equation. The source term can be written as
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. dl
qabsorption = J-_ dQ 1 (27)

5, dx

where | is the incident heat flux and ©Q is the control volume. The model assumes that the in-
depth absorption effect only happens in the x-direction (i.e., perpendicular to the free surface).
The magnitude of the incident heat flux inside the material is a function of the distance from the
free surface in the x-direction and is based on NIST data [13]:

II_ :10(—5.17x+6.964x2)’ 0<x <0.3(cm)
° , (28)

II_ :10(—0.5154—1.473x+0.4339x2), 0.3<x <1.3(cm)
0

where |y is the external heat flux and x represents the distance from the free surface.

The relationship between the normalized incident heat flux and distance x is plotted in Figure
3.22. It can be seen that within 2 mm of the free surface about 80% of the energy has been
absorbed by the polymer, even though the radiative heat continues more than 10 mm into the
material. Because Eq. (28) does not extend to the total depth of the object modeled (i.e. 5 cm),
the remaining incident heat flux beyond 1.3 cm is neglected in the current implementation; the
incident heat flux at this point is less than 2% of the initial external heat flux.

1

Normalized Incident Heat Flux I/l o

0 T T T T
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

X, Distance from Free Surface (cm)
Figure 3.22 Incident heat flux distribution in the horizontal direction.
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3.3.3 Computational Grid and Case Summary

As noted above, a 5.0cmx100cm (width x height) 2D block is modeled in Task 2. The
computational grid is30x 80 cells as shown in Figure 3.23. The initial grid resolution is the same

i
i
it / Free surface
it
i

as the 19x 200 grid used in Task
1, and provides resolution
equivalent to a 100x80 grid if
uniform grid cell spacing is used
in the horizontal direction and
the grid cell size is equal to the
smallest cell near the surface.
The size of the outlet boundary
at the bottom-right corner,
which contains four outlet cells,
is set to 0.5 mm initially.

The material properties and
external heat flux are the same
as per Task 1. The three cases
performed in Task 2 are
summarized in Table 3.3. All
cases were run on a 3.0 GHz

4
i / 5.e-4rﬂ" L
No-slip wall

Figure 3.23 Task 2 computational grid at t = 0 sec.

Table 3.3 Task 2 Case Summary.

Intel Xeon workstation.

Radiative Surface Mass loss
and In-depth smoothing and Estimated

Sub-task Resin Case convection | absorption blending simulated wall clock

heat losses factor * time period time
Task 2A | PP702N | Case 2A | Included Not 1.0 60%, 370s | ~50 hrs

included

Task 2B | PP702N | Case 2B | Included Included 1.0 65%, 700s | ~26 hrs
Task 2C | PP6523 | Case 2C | Included Included 0.1 70%, 700s | ~28hrs

* See Section 3.2.2 for details
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3.3.4 Results and Discussion

Plotted in Figure 3.24 are the mass loss histories for the three cases listed in Table 3.3.
Comparing the results of Case 2A and Case 2B, it can be seen that the inclusion of the in-depth
absorption model significantly slows down the melting process. The mass loss histories in Case
2B and Case 2C are about the same. The steady-state mass loss rate of PP6523 from Case 2C is
slightly larger than that of PP702N from Case 2B, probably due to the lower viscosity of PP6523
at high temperature. On the other hand, PP702N in Case 2B starts to flow slightly earlier than
does PP6523 in Case 2C, which may be due to the fact that at low temperatures the viscosity of
PP6523 is much higher than that of PP702N.
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Figure 3.24 Mass loss percentages as a function of time for Task 2 cases.

Listed in Table 3.4 is the “steady-state” mass loss rates calculated from the modeling results. In
the table, average mass loss rate reported in columns 2-3 are for the time period shown in column
4. Comparison of the predicted mass loss rate with the experimental data shows that, even with
the inclusion of the in-depth absorption model, the predicted melt mass flow rate is still much
higher than the measured data. The lack of other key physical processes in the model such as in-
depth gasification may explain the discrepancy.

Table 3.4 Calculated Steady-State Mass Loss Rate.

Case Mass loss rate (gs™m™) | Mass loss rate (gs™) - Time period

Case 2A 24.0 2.4 200s—-300s

Case 2B 6.5 0.65 200s-600s

Case 2C 7.5 0.75 240s-600s
Measurement [13] - 0.15 -

" assumes the depth of the object is 0.1m
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Impact of In-Depth Absorption on Model Results

One of the main goals of Task 2 is to assess the impact of the in-depth absorption model on the
computational results. The in-depth absorption model enables the external energy to be
distributed within the object beyond the free surface, without resorting to heat conduction and
heat convection from the surface thus decreasing the temperature gradient near the free surface.

The impact of including in-depth absorption on the computational results is two-fold.

1. It reduces the surface temperature and increases the viscosity in the melting layer
substantially, which in turn slows down the melting flow. This can be seen in Figure
3.25, which depicts the temperature and velocity profiles along the free surface. All
profiles are taken at 35% mass loss. Comparison between the temperature profiles in
Case 2A and Case 2B shows that the average temperature of the free surface drops about
75 K due to including in-depth absorption in the model. The cooler temperature changes
the viscosity by at least one order of magnitude, which leads to a significantly different
surface flow velocity. The velocity magnitude in Case 2A is six times larger than that in
Case 2B at the same mass loss percentage. In addition, the average surface temperature
predicted in Case 2B (i.e., about 640 K) is much closer to that observed in similar

experiments conducted by NIST, which is 648 K (Ohlemiller FAX 01-18-2006).
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Figure 3.25 Surface temperature and velocity magnitude profiles along the free surface at a
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2. The second impact of the in-depth absorption model is that it broadens the thickness of
the melting layer because it distributes radiative energy further into the thermoplastic
object (i.e., beyond the free surface). This can be seen in Figure 3.26, which shows the
velocity vectors near the free surface for Case 2A (left) and Case 2B (right) at points in
time corresponding to (about) 51% and 19% mass loss, respectively. The velocity vectors
plotted in Figure 3.26 are scaled about the same. The general location of the melting
layers can be identified by the red vectors in the two large pictures. The four small (inset)
pictures show that the velocity magnitude in the melting layer for Case 2B is smaller than
that in Case 2A because the in-depth absorption model reduces the temperature near the
free surface, which in turn makes the melt flow more viscous. Although both cases
started with the same initial grid, the grid cell spacing for Case 2A is different than the
grid cell spacing for Case 2B due to the free surface evolving at a different rate.

~51% mass loss ~19% mass loss

Case 2A (PP702, heat loss only) Case 2B (PP702, heat loss + in-depth absorption)

Figure 3.26 Velocity vectors in Case 2A and Case 2B.
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3.4. Task 3: In-depth Gasification
3.4.1 Task Overview

In Task 3, a model describing the in-depth gasification of the thermoplastic material is
implemented into CPCFD. An empirical Arrhenius expression is used to implement the
chemistry into the mass and energy equations. Results have been obtained for two polymer
resins. The task was performed in two steps

e Task 3A = Perform model for PP702N

e Task 3B = Perform model for PP6523
With guidance from the NIST COTR, a parametric study has been performed to select the best
available rates and parameters for the expressions for the in-depth gasification. Predicted results
are compared with experimental data provided by NIST.

In the following are provided:
e A description of the in-depth gasification model;
e Model results for resin PP702N (Task 3A); and
e Model results for resin PP6523 (Task 3B).
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3.4.2 In-depth Gasification Model

In CPCFD, the gasification process is represented by the removal of polymer mass and energy
using sink terms in the mass and energy equations. Figure 3.27 is a sketch of the models used in

the Task 3 simulations. The in-depth gasification model is represented by ggas and mgas, Which
describe the heat and mass losses due to the

m ’ pyrolysis of the polymer melt material. The
| lo two sink terms are computed as
6 . E
qgasification = _I H va exp(— ﬁjdg ’ (29)
Q
« Free surface
Polymer Sample | (rad and
_ (5.0cmX10.0cm) #

no-slip wall E
rhgalsificaltion = _IPB exp(_ _de ' (30)

: RT

y{ q conv

Figure 3.27 Sketch of in-depth absorption,
gasification, and surface heat loss
models.

In the above two equations, H, is the gasification heat (=1250 J/g), p is the density, and B and
E/R are model constants.
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3.4.3 Task 3A — CFD Simulation of Resin PP702N

The computational domain adopted in Task 3 is shown in Figure 3.28. As per Task 2, a
10cm (H)x5cm (D) 2D “slice” of the 3D object is modeled. The width of the object (i.e., W =10

cm) is only used to compare to test data. The 2D grid is the same as that used in Task 2.

o\

o\xe"“o 2D “slice” for Multiple gasification models
?366/ _— CFD model have been investigated in order
to achieve better agreement with
measured data. The results
shown in this section use two of
them. Both models used the same
functional form, but different
numerical parameters. The model

constants are summarized in

H=10cm

= Table 3.5. The mass loss rate due
g7 / to gasification per unit volume y
?39‘0 0//6° is related to temperature T as:
E
Figure 3.28 Sketch of modeled resin in Task 3. y=pr8B eXp(_ ﬁj' (31)

Table 3.5 In-Depth Gasification Model Constants in Task 3A.

A (s E/R
Model G1 2.18e+12 24,400
Model G6 3.27e+14 24,400

Model G1 is the base model provided by NIST [13]. Model G6 increases the magnitude of the
gasification rate by a factor of 150. For information on the other in-depth gasification models
investigated, see Appendix A.

Description of In-Depth Absorption Models Al and A3
Several in-depth absorption models have also been used in this Task to study their impacts on the
gasification process. The results from three of the models are discussed in this section; results
obtained using the other models can be found in Appendix A.
1. The first model - Model A1 — was used in Task 2 and is referred to as the base model.
The normalized incident heat flux can be written as a function of the distance from the
free surface:

Il —10-s1rssend) 0<x<0.3(cm)
0
(32)
L 10(—0.5154—1.473x+0.4339x2)' 0.3<x <1.3(cm)
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2. The second model — Model A3- is different from Model Al in that the incident heat flux
dissipates much quicker inside the polymer resin. The relationship between the
normalized incident heat flux and the distance from the free surface is

L exp(—11.513x), 0<x<0.4(cm) (33)
0
The model constant (i.e., -11.513) used in Model A3 is obtained by requiring 99% absorption at

x = 0.4 cm. This model appears to give the best simulation results when combined with model
G6 when comparing to experimental data.

A third model (Model A4) and its simulation results will be described at the end of the section.

Figure 3.29 shows a comparison of the two in-depth absorption models. It can be seen that the
base model (i.e., Model Al) allows the incident heat flux to penetrate much further beyond the
free surface than does Model A3.

1.2

+ Model Al
A Model A3

1 4

3
A
0.8 &
A
206t
A
1
04 %
»
Ay

0.2 X

O T T T T vTv Ll
0 0.2 04 0.6 0.8 1 12

Distance (cm)
Figure 3.29 Normalized incident heat flux profile as a function of distance from free surface.

Model Results and Comparison to Experimental Data for Models (G1, Al) and (G6, A3)

Four cases have been performed in Task 3A and are listed in Table 3.6. Radiative and convective
heat losses at the free surface are included in all cases using the model established in Task 2.
Case 3A is the baseline case using base models for gasification and absorption. Model G6 and
Model A3 in Case 3N are developed to match measured mass loss rates at 30 KWm-2 heat flux.
Case 3P and 3Q are the same as Case 3N but have different heat flux boundary conditions. All
calculations were run on a Dell Precision 450 Desktop PC with a Xeon 3 GHz CPU.
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Table 3.6 Task 3A Case Summary.

Case Gasification Absorption External heat | Simulated | Wall clock
model model flux (KWm™) | time period time
Case 3A Gl Al 30 550 sec ~24 hrs
Case 3N G6 A3 30 800 sec ~36 hrs
Case 3P G6 A3 46 1000 sec ~42 hrs
Case 3Q G6 A3 20 1000 sec ~42 hrs

Figure 3.30 shows the mass loss histories for Case 3A and 3N. The two cases use different
combinations of gasification and absorption models and the results are vastly different. In the
plot, the solid lines represent the total mass loss (i.e., material leaving the computational domain
due to gasification and melting). The dashed lines represent the mass loss occurring as melt flow
only. The difference between solid and dashed line represents the mass loss due to gasification.
In Case 3A, the fraction of mass loss occurring as melt flow is more than 99% while the mass
loss due to gasification is negligible. However, the experimental data suggests that, at 30 KWm™
heat flux, about 30% mass loss is caused by gasification.

300
solid line = total mass loss.
250 dashed line = mass loss due to
melt flow.
5 200 1 Case 3A
@ (fraction of mass Ipss occurring
S 150 A as melt flow > 99%)
)]
0
]
= 100 Case 3N
50
O T T T
0 200 400 600 800

Time Exposed (s)
Figure 3.30 Impacts of changing gasification and absorption models in Task 3A.

To match the experimental data, the base models in Case 3A were adjusted to form Model A3
and Model G6. In Model A3, the penetration length of the incident heat flux is significantly
shortened to increase the temperature near the free surface. In Model G6, the in-depth
gasification process is intensified by two orders of magnitude. As noted in Table 3.6, Case 3N
uses these models. From Figure 3.30, it can be seen that for Case 3N that: 1) the overall mass
loss rate becomes much smaller than that of Case 3A; and 2) the mass loss due to gasification
becomes more significant.
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The impacts of different external heat fluxes on the simulation results are shown in Figure 3.31.
Three cases, i.e., Case 3P, 3N and 3Q, are compared with each other. Again, the solid lines in the
plot represent the total mass loss and the dashed lines represent the mass loss occurring as melt
flow. It can be seen that the overall mass loss rate increases as external heat flux increases. The
results also suggest that higher external heat flux leads to higher gasification mass loss
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Figure 3.31 Impacts of external heat flux in Task 3A.

[llustrated in Figure 3.32 are comparisons of the simulation results (i.e., total mass loss rate,
fraction of mass loss occurring as melt flow, and average free surface temperature) for Case 3A,
Case 3N, Case 3P and Case 3Q with NIST experimental data. In the figure, the predicted overall
mass loss rate and the fraction of mass loss occurring as melt flow are calculated from 200
seconds to the end time of each simulation. The predicted average surface temperatures are
calculated at 25% total mass loss.

For the baseline case (Case 3A), the predicted overall mass loss rate and the fraction of mass loss
occurring as melt flow are too high as compared to the experimental data. After adjusting the
gasification and absorption models, the agreement between the data and the calculated results

from Case 3N is satisfactory. Both Case 3A and Case 3N predict the correct average surface
temperature.

It is interesting to see that, although Case 3P and 3Q share the same gasification and absorption
models with Case 3N which are only “optimized” for the 30 KWm™ data point, they nevertheless
predict the correct trend shown in the experimental data set.



REI 4714 A Computational Model For Fire Growth & Spread On Thermoplastic Objects a7

0.60
] | O]
| |
| |
« 1 | |
2 045 - 1 1
g 1| O Measurement
14 X Simulation, Case 3N, 3P & 3Q
a 4| OSimulation, Case 3A
© 0.30 A T [
- 1 | | X
g 1 1 °
= J : g
8 015 -~~~ R D
2 ] ? ‘
X |
| |
7 | |
0.00 —— +— :
10 20 30 40 50
1.0 i T
% E I |
2 1 X | I
- ] O | |
208 S & l
8 ] 0) !
2 ] © | X
506 -——----—-—-—————- @---—---- e
o 1 | | O
8 ]
2 | o ©
3041 | |
1 ] | |
g | |
“— i | |
0024 ---—----—1 O Measurement
% X Simulation, Case 3N, 3P & 3Q
s ] O Simulation, Case 3A
0.0 e
500 T T T T
7 | | g
| | |
G 400 T -------f-=-=--—f-=-=——-p----=---
& 7 | é | X
e ] !
> i $ | |
© 300 A ‘ l l
e i [ | |
| | |
GE) : | | |
= 200 - : : :
o) | | | |
o 4 | | |
8 | | |
f 4 | | |
B 200 { -~~~ -~~~ OMeasurement
| X Simulation, Case 3N, 3P & 3Q
] | [ Simulation, Case 3A
0 — T —
10 20 30 40 50

Incident Radiant Flux (kW/m2)

Figure 3.32 Comparison of predicted and measured total mass loss rate, fraction of mass loss
occurring as melt flow and the surface temperature for four cases in Task 3A.
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Description of In-Depth Absorption Model A4

A third in-depth absorption model — Model A4 — was used in for simulations. Model A4 is based
on data obtained in a recent experiment conducted at NIST [13]. The model is shown in Figure
3.33. A mathematical description for Model A4 is provided in Eq. (34) and shown in Figure 3.33
where y represents I/lp in the model formulation.

Double Exponential Fit to PD702N Polypropylene
Radiation Absorption In Depth
(Sample Set 2)

1.0 1 Model

y = 0.6878 exp( - 26103 x) + 0.3121 exp( - 0.3860 x)

Fraction of Incident Radiation at Indicated Depth
o
(x2]

0.0

Depth (mm)

Figure 3.33 Data for fraction of incident radiation versus depth used to
define in-depth absorption model A4.

Il = 0.6878exp(—2.6103x) + 0.3121exp(~0.386X), 0< x < 0.6 (cm) (34)

0

Model Results and Comparison to Experimental Data for Model (G6, A4)
Two cases are summarized in Table 3.7. Both simulations were performed assuming an external
heat flux at 30 KWm™ .

Table 3.7 Task 3A Additional Case Summary.

Case Gasification Absorption External heat | Simulated | Wall clock
model model flux (KWm™) | time period time
Case 3R G6 A4 30 1000 sec ~20 hrs
Case 3S Gl A4 30 600 sec ~10 hrs

Illustrated in Figure 3.34 are comparisons of the simulation results (i.e., total mass loss rate,
fraction of mass loss occurring as melt flow, and average free surface temperature) for Case 3R
and Case 3S with NIST experimental data. In the figure, the predicted overall mass loss rate and
the fraction of mass loss occurring as melt flow are calculated from 200 seconds to the end time
of each simulation. The predicted average surface temperatures are calculated at 25% total mass
loss. It can be seen that using the original in-depth gasification model G1 (i.e., Case 3S), the
predicted total mass loss rate is four times higher than the measured value and the predicted
fraction of mass loss due to gasification is negligible and much smaller than the measured value.
However, the predicted surface temperature appears to be in good agreement with the data. By
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increasing the gasification rate by a factor of 150 in Model G6 (i.e., Case 3R), the predicted total
mass loss rate is 50% higher than the measurement and the predicted fraction of mass loss
occurring as melt flow and the surface temperature are in good agreement with the data.

Total Mass Loss Rate (g/s)

Surface Temperature (°C)

Fraction of Mass Loss Occuring as Melt Flow
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Figure 3.34 Comparison of predicted and measured total mass loss rate, fraction of mass
loss occurring as melt flow and the surface temperature for two additional cases
in Task 3A.

The results from Case 3A, Case 3P, Case 3R, and Case 3S presented in this section suggest that,
to match the experimental data, the kinetic parameter for the in-depth gasification in the base
model (G1) has to be changed significantly. The reason why an adjustment to the in-depth
gasification model parameter was necessary remains unsolved.
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3.4.4 Task 3B — CFD Simulation of Resin PP6523

Simulations have also been performed for resin PP6523. The model constants in the gasification
model used in this task are listed in Table 3.8. Model G7 is the base model provided by NIST
[13]. The magnitude of the gasification rate is increased by a factor of 150 in Model G8 based on
the experience of modeling PP702N in Task 3A.

Table 3.8 In-Depth Gasification Model Constants in Task 3B.

B (s E/R
Model G7 2.23e+13 26,000
Model G8 3.35e+15 26,000

The absorption models are the same as those used in Task 3A. Two cases were run and are
summarized in Table 3.9. Case 3C is the baseline case.

Table 3.9 Task 3B Case Summary.

Case Gasification Absorption External heat | Simulated time | Wall clock
model model flux (KWm-2 period (s) time (hr)
Case 3C G7 Al 30 500 ~24
Case 3l G8 A3 30 2000 ~60

The simulation results are summarized in Table 3.10., which are calculated in the same manner
as those calculated in Task 3A. For the baseline case (Case 3C), behavior that is very similar to
that of Case 3A is observed; that is, the melting process is very fast and the mass loss due to
gasification is negligible. In Case 3lI, by shortening the heat flux penetration length and
strengthening the gasification process, the melting process slows down dramatically and more
than 70% of the overall mass loss is caused by gasification. The baseline case also predicts a
higher surface temperature (e.g., 20 K higher at 25% mass loss). No experimental data has been
provided to REI to compare with the model results.

Table 3.10 Task 3B Results Summary.

Case Total mass loss rate (gs™) Fraction of mass loss Average surface
due to melt flow temperature at 25%
mass loss (°C)
Case 3C 0.69 0.99 382
Case 3l 0.065 0.28 362
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3.5. Task 4: Modeling Melt Pool on Catch Surface
3.5.1 Task Overview

In Task 4, CPCFD is modified to include the flow of melt on the solid catch surface. Included in
the model are the catch surface material properties and finite thickness, melt solidification and
surface tension gradient effects. The model also includes a nonzero tilt angle for the catch
surface. Results are presented for three cases: the two polymer resins with a single specified tilt
angle of the catch surface, and one of these polymer resins with a different surface tilt angle. The
Task was performed through the following steps:

Task 4A = perform model for resin 1 (PP702N) with angle 1

Task 4B = perform model for resin 2 (PP6523) with angle 1

Task 4C = perform model for resin 1 (PP702N) with angle 2

Task 4D = site visit to NIST by REI

Task 4E = site visit to NIST by REI for Base Period project review

Task 4F = base period summary report.

Note that NIST deleted Task 4D and Task 4E from the statement of work and thus are not
described here. Task 4F (Summary Report) resulted in this document.

The original plan was to use one grid block (Block 1) to represent the melting slab (as per Tasks
1-3), a second (Block 2) to represent the overhanging melt flow, and a third (Block 3) to
represent the flow on the catch surface, as sketched in Figure 3.35.

Block 1: Polymer object Block 1: Polymer object

N | \/

|
Block 2: Overhanging melt ,’ Block 2: Overhanging melt
\

Block 3: Catch basin
\ :
%\_

Figure 3.35 Sketch of two scenarios of melt flow with a catch surface. In schematic at left
the melt flow spans the gap. In schematic at right the melt flow drips.

| AN

H

After a feasibility study and discussions with NIST, the following decisions were made regarding

the Task 4 modeling approach.

1. The simultaneous processes of melt flowing along the free surface of the polymer object and
the melt flowing along the catch surface should be decoupled and modeled as two separate
problems. The melt flow on the free surface of the polymer object is to be solved using the
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approach established in Task 1, 2 and 3. In Task 4, the focus is to use CPCFD to model the
melt flow on the catch surface only.

2. The overhanging melt is a great challenge to CPCFD and will not be included in the CFD
calculation because it merely provides a bridge to transport the melt flow from the polymer
object to the catch surface.

3. The coupling between the simulations of Block 1 and Block 3 is implemented through
additional source terms in the governing equations. These source terms are computed during
the process of solving the Block 1 melt problem (i.e., Task 3). These source terms are time
dependent and are stored in an output/input data file. When solving the Block 3 melt flow
problem (i.e., Task 4), these time dependent source terms (i.e., mass source, energy source)
are read into the model at the beginning of the simulation. As the Task 4 simulation
progresses, the source terms are tabulated and added to the corresponding governing
equations to mimic the melt flow from the polymer object landing on the catch basin.

4. The Task 4 simulations also include the heat transfer process occurring within the catch
plate. The heat transfer and melt flow of the polymer resin on the catch surface and the heat
transfer inside the catch plate are modeled as a conjugate heat transfer problem.

In the following sections are provided:
e a brief description of the conjugate flow-heat transfer problem;
e a discussion of the surface tension models used in the model of melt flow on the catch
basin;
e agrid sensitivity study;
e astudy of the time accuracy of the simulation; and
e model results and discussions for Task 4A, Task 4B and Task 4C.
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3.5.2 Conjugate Flow-Heat Transfer Problem

A sketch of the experimental configuration to be used by NIST is shown in Figure 3.36. In the
experiment, the hot melt from the polymer slab will flow down and spread on the ceramic catch
plate. The catch plate has insulated sides and is heated from below by an aluminum plate that is
attached to the bottom of the ceramic plate. The temperature of the catch surface will be
sufficient to allow the hot melt to spread without piling up. The temperature distribution along
the interface between the ceramic plate and the aluminum plate is assumed to be uniform and
constant due to the large heat conductivity of the aluminum.

Hot melt from polymer slab
seeing 30 KWm™ heat flux

) \ / Catch surface

Ceramic Catch Plate

Sides insulated

Interface with uniform and constant
temperature distribution

Figure 3.36 Sketch of Task 4 experiment.

At the start of the experiment, the catch plate is heated by the aluminum plate and the
temperature distribution inside the catch plate is in steady state. After the hot melt (from the test
piece located above the catch plate) lands on the catch surface, coupled transient heat transfer
processes occur within the hot melt and the catch plate due to the temperature difference between
the two materials and the heat losses that occur at the melt pool surface.

The heat transfer process inside the ceramic catch plate plays a vital role in the formation of the
melt pool on the catch surface. To calculate the temperature distribution in the catch plate
accurately, the heat transfer problem in the catch plate and the hot melt flow problem are solved
simultaneously. A sketch of the computational model is shown in Figure 3.37. It should be noted
that only a 2D “slice” in the L-H plane is solved in the Task 4 simulations. The width of the
domain (i.e., W =7 cm) is used to facilitate the comparisons with data from future experiments.
In this model, the computational domain includes both the catch plate and the melt pool on the
catch surface. The bottom of the catch plate is assumed to be a constant temperature boundary.
The interface between the melt pool and the catch plate lies within the problem domain and does
not need any special treatment. The upper boundary of the melt pool is treated as a free surface
with radiative and convective heat losses.



REI 4714 A Computational Model For Fire Growth & Spread On Thermoplastic Objects 54

Polymer melt

Radiative and Convective Heat Losses
on the free surfage of the melt pool
Catch Plate

Temp. (°C)
Constant T - 377

Catch Surface P

Figure 3.37 Conjugated computational model used in Task 4.

The material properties of the polymer melt and the catch plate used in the CFD calculations are
listed in Table 3.11. Because the catch plate must remain solid during the calculation, its
viscosity is set to a very large value to suppress motion in the catch plate.

Table 3.11 Material Properties Used in Task 4 CFD Model.

Polymer melt Catch plate
Heat capacity (J kg™ K™) 2400 961
Density (kg m™) 900 2800
Heat conductivity (wm™K™) 0.25 1.26
Viscosity (Pa-s) Temperature dependent 1.e6
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3.5.3 Computational Grid, Melt Flow Source, Boundary and Initial Conditions

A sketch of the 2D computational grid is shown in Figure 3.38. The grid lines in the picture
connect cell centers. The grid consists of two parts.

e The bottom part (LxH2, 24cmx1.27cm) uses a fixed grid to model the catch plate. In
the H2 direction, there are 10 internal cells and the grid cells are stretched with the finest
grid spacing near the interface between the catch plate and the melt pool. In the L
direction, uniform grid cell spacing is used.

e The top part (LxH1) uses a moving grid to model the melt pool. In the H1 direction,
there are 20 internal cells with uniform spacing. The initial value of H1 is 0.1 mm. The
grid in the L direction uses the same number of cells and the same grid call spacing as the
Lx H2 part of the grid.

Melt flow source terms are added in a certain
number of cells at the center of the domain next to the free surface

free surface / \

5 : H1

L
Figure 3.38 Sketch of computational grids adopted in Task 4 modeling.

The melt flow sources (i.e., mass source and energy source), which approximate the melt flow
from the polymer slab, are added to the discretized governing equations in selected cells at the
center of the domain in the L direction next to the free surface. The source terms added to the
momentum and energy equations can be expressed as m(u —U) and m(T —T),

respectively, where m is the mass flow rate (i.e., the mass loss rate computed in Task 3), Usow ( =
0 ms™) and Trow ( = 650 K) are the velocity and temperature of the hot melt, and U and T are the
solved variables. The melt flow temperature is estimated based on the simulation results from
Task 3.

flow flow
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The top boundary of the melt pool is a free surface with radiative and convective heat losses. The
free surface is not exposed to any external radiative heat source. The convective heat loss rate
(., ISCOomputed as

qconv = _Ah(Ts - Ta ) ) (35)

where A is the surface area, h (= 8 Wm™2K™) is the convection heat transfer coefficient, Ts is the
surface temperature and T, (=298 K) is the ambient temperature. The radiative heat loss rate
d,., IS calculated as

qrad = —A&'O'(TS4 - Ta4 ) J (36)

where ¢ is the emissivity (=1.0); o is the Stefan-Boltzmann Constant (=5.67e-8 Wm2K™).

The bottom boundary of the catch plate is treated as a no-slip constant temperature boundary. For
resin PP702N the bottom temperature is set to 675 K and for PP6523 the temperature is set to
700 K. It has been found that these temperatures have a great impact on the simulation. In
particular, if the bottom temperature is too low, the melt material will pile up on the surface and
the simulation will diverge. The values used in Task 4 were obtained via a trial-and-error
process. The two sides of the domain are modeled as outlet boundaries. Here, a zero-gradient
condition is used on by assigning the cell-centered quantities of the fluid cells next to the outlet
boundary to the neighboring ghost cells.

The initial temperature distribution of the catch plate is obtained by solving a 1-D steady state
heat transfer problem, the results of which are shown in Figure 3.39.

Figure 3.39 1-D heat transfer problem for the catch plate.

The energy balance equation for the above problem can be written as:

k z—; =h(T, -T,)+eo(T? -T2), (37)
where k (= 1.26 Wm™K™) is the heat conductivity of the catch plate, and Ay (=1.27 cm) is the
height of the plate. If the bottom temperature Tg is 675 K as in modeling PP702N, the initial

catch plate temperature T can be expressed as
T =T, -6860.63(y +0.0127),  -0.0127m<y<0.0m (38)

For a 700 K backside temperature as in modeling PP6523, the initial temperature is
T =T, -7570.87(y +0.0127), -0.0127m<y<0.0m (39)

The initial cell center temperature for the melt pool is set to the surface temperature Ts computed
using Eq. (38) and Eq. (39) aty =0 m.
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3.5.4 Implementation of Surface Tension Model
Two surface tension effects have been considered in the current task.

The first one is the surface tension force normal to the interface that balances the pressure
difference across the interface. The resulting equation is known as the Young-Laplace equation
[10]:

ap= Lyl (40)

Rl RZ

where AP is the pressure difference over the interface; R; and R, are the principle radii of the
curvature of the surface; and y is the surface tension. In the CFD implementation, the pressure
difference is modeled as a body force in the momentum equations as:

Fo=-AP-A-N=-y-x-A-f

x=Ven (41)
P
il

where A is the surface area; x is the curvature of the free surface; and i is the normal vector of
the free surface.

The second effect is the so-called surface tension gradient effect in fire spreading studied by
Sirignano and Glassman [11]. They found that the variation of the surface tension due to the
temperature gradient along the surface amounts to a stress by which the surface liquid is pulled
away from the flame front. Thus, the hot liquid is carried forward in the direction of flame
propagation and energy is transported by convection. At the surface, the stress resulting from the
variation of the surface tension equals the viscous stress:
ou dy

Ho =g =T (42)
where [ is viscosity, U is the velocity, n is the normal direction and 7 is the tangential direction.
In the CFD implementation, the additional surface shear stress term due to the surface tension
gradient is modeled as a body force term in the momentum equations as follows:

S=y, T=r,d+7,]
. T (43)
T=77
i
where 7 is the tangential vector of the free surface. y,and y, are the additional source terms in
the u- and v-momentum equations, respectively. Note that the surface tension models are only
applied to cells that form the free surface (i.e., these source terms are zero for internal cells).

In CPCFD, the surface tension is correlated to the temperature as [12]:

7 =-0.04T (°C) + 29.10 (165-220°C) . (44)



REI 4714 A Computational Model For Fire Growth & Spread On Thermoplastic Objects 58

The correlation has been suggested by NIST [13] and is valid for Eastman Epolene D-10 atactic
polypropylene. For temperatures outside the range of 165 to 220°C, extrapolation is used in the
CFD modeling.

Another important quantity in the surface tension model described above is the surface curvature.
Figure 3.40 is a diagram of the algorithm developed to calculate the surface curvature x. Note
that the current implementation of the algorithm is only valid for the 2D problems solved in Task
4. The extension of the algorithm to 3D geometries is straightforward. In the algorithm, the
surface is approximated by line segments that connect vertices. Referring to Figure 3.40, the
normal vector n; is calculated based on the vertices (xi, y1) and (X2, y2) and the normal vector n,
is calculated based on the vertices (X2, y2) and (Xs, Y3). The curvature at vertex (X,, y2) can then be
approximated as:

on, on, An_ An, n

K'szon: X 4 _ X 4 _ Xy y2 'yl . (45)
x oy A Ay AX Ay

The terms Ax and Ay are computed from the cell center locations as shown in Figure 3.40. The
curvature at vertices (xs, ys), (X4, Y4) is obtained in a similar manner. The face center curvature is
calculated by taking the average of the curvature at nearby vertices.

(X2,Y2)

(x,y) : node position (X1,y1)
(Xe,Ye) : cell position

Figure 3.40 Diagram of the algorithm for calculating surface curvature.
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3.5.5 Parametric Study of Grid Sensitivity and Time Accuracy

In Task 1 to Task 3, it was observed that the CPCFD simulation results are sensitive to grid
resolution and time step size. In Task 4, a set of carefully chosen parametric cases have been
performed to investigate the grid sensitivity and time accuracy of CPCFD before tackling the
three required sub-tasks. These parametric cases are summarized in Table 3.12.

Table 3.12 Parametric Cases for Studying Grid Sensitivity and Time Accuracy.

Case Time Step Grid CPU time (hr) | Surface tension effects
T7 Atmax=0.1; CFL=0.5 400X30 8.5 Not included
T18 Atmax=0.045; CFL=0.5 400X30 15.0 Not included
T8 Atmax=0.02; CFL=0.5 400X30 15.0 Not included
T13 Atmax=0.01; CFL=0.5 400X30 34.0 Not included
T19 Atmax=0.02; CFL=0.5 533X30 15.0 Not included
T14 Atmax=0.02; CFL=0.5 600X30 17.0 Not included
T15 Atmax=0.02; CFL=0.5 800X30 21.0 Not included
T9 Atmax=0.02; CFL=0.5 400X30 21.0 Included
T16 Atmax=0.02; CFL=0.5 600X30 36.0 Included
T17 Atmax=0.02; CFL=0.5 800X30 48.0 Included

All cases were performed for the PP702N resin. The simulated time period is 250 seconds and all
cases were run on a Dell Precision 450 Desktop PC with a Xeon 3 GHz CPU. Note that the time-
step size is determined by two factors, namely the maximum time-step size Atmax and the CFL
number. The grid refinement is only performed in the horizontal direction.

The melt flow rate is a constant at 0.14 gs™ , which is an estimate of the mean mass flow rate
based on the simulation results from Task 3. In Case 3R (see Figure 3.34), the predicted mean
total mass loss rate is 0.27gs™, the fraction of melt flow occurring as melt flow is 0.74.
Considering the object modeled in Task 3 has a width (W) of 10 cm and the object modeled in
Task 4 has a with of 7 cm, the melt flow rate used in Task 4 can be calculated as
0.27x0.74x7/10 = 0.14gs™.

The mass sources are distributed in the 10 cells at the center of the top surface in the 400X30
grid and the 20 center cells at the center of the top surface in the 800X30 grid. A 2.5 degree tilt
angle is applied to the catch plate by adjusting the direction of the gravity force.
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Figure 3.41 shows the impact of the time-step size on the free surface shape. The “ringing”
effects observed at the two edges of the melt pool are non-physical; these are caused by
numerical errors in the solution algorithm. It can be seen that, due to the tilted catch plate, the
right edge of the melt pool spreads faster than the left edge. As the time-step gets smaller, the

spreading velocity of the melt pool increases.

T7 T8
T13
T =50 sec. " \%/
T7

— T13
T =125 sec. o %

T =250 sec.

Figure 3.41 Free surface shapes at selected times for different time-step sizes.

To quantify the impact of the time-step size on the calculated melt pool behavior, the mean
velocity of the right edge of the melt is plotted against the square of the maximum time-step size
in Figure 3.42. The cases plotted are for cases T7, T18, T8 and T13. The mean velocity of the
edge is obtained by dividing the moving distance of the edge by the time difference. It can be
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Figure 3.42 Mean spreading velocity as a function of the
square of the maximum time-step size.

seen that the mean velocity at
250 seconds increases linearly
as the square of the maximum
time-step  size  decreases,
which indicates that the
numerical scheme is second
order accurate in time for this
Task 4 problem. The time-
step size used in Case T7 is
too large and  causes
significant errors in predicting
the melt pool spreading rate.
Note that surface tension
effects were not included in
the four test cases.
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Figure 3.43 and Figure 3.44 show the free surface shapes for simulations performed with
different grid resolutions in the horizontal direction. The surface tension effects are included in
the three cases shown in Figure 3.44 but not included in the three cases shown in Figure 3.43.
Note that the time-step size criteria for all six cases are the same. The first observation from the
two figures is that the surface tension effects make the shape at the edge of the melt pool
smoother. The second observation is that the “ringing” phenomenon becomes more severe as the
grid resolution increases. The “ringing” effects are similar to that of the well-known Gibbs
phenomenon for discontinuous functions [14].

T =100 sec.

TS 114
T8

T

T =200 sec.

Figure 3.43 Free surface shapes at selected times using different grid. No surface tension
effects included.

T17

T16
T9
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T17
T16

T9

T =130 sec.

Figure 3.44 Free surface shapes at selected times using different grid. Surface
tension effects included.
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To quantify the impacts of the grid resolution on the predicted melt pool behavior, plotted in
Figure 3.45 is the mean velocity of the right edge of the melt versus the square of the normalized
grid size. The normalized grid size is defined as the horizontal grid cell size divided by the
horizontal grid cell size for the 400x30 grid (i.e., 0.6mm). The data points for surface tension
not included correspond to simulations T7, T19, T 14 and T15 and the data points for surface
tension included correspond to simulations T9, T16 and T17. From the figure it can be seen that
a linear relationship exists between the data points, indicating that the numerical scheme used in
CPCFD is second order accurate in space.

“Accurate solution” by Extrapolation
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Figure 3.45 Mean spreading velocity as a function of the square of the normalized grid size.
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3.5.6 Task 4A, 4B and 4C Results and Discussions

In Tasks 4A-4C, simulations are performed for two polymer resins with different catch plate tilt
angles. Three cases have been performed and are summarized in Table 3.13. A 400x30grid is
used in all cases, where the time dependent mass source is distributed among the ten center cells
near the free surface. It was found that the small melt flow rate onto the catch plate at the
beginning (i.e., < 100 sec.) caused the case to crash because the melt temperature became too
low due to heat loss. To overcome this difficulty, the melt flow on the catch surface from 0
seconds to 200 seconds is modeled using a constant melt flow rate in all cases to create an initial
amount of mass on the catch plate. The simulations are performed in the following steps:

1. Compute the melt flow using a large constant melt flow rate (i.e., 0.14gs-1) for 30 seconds.

This will result in about 5 grams of melt on the catch plate.

2. Stop simulation.

3. Restart simulation using the time dependent melt flow rate profile, starting at 200 seconds.

4. Continue simulation until melt front approaches end of plate.

Table 3.13 Task 4 Case Summary.

Case | Resin Melt Time Step Tilt Simulated Time Wall Clock Time
Flow Size Angle Period
Rate
4A | PP702N | From Atmax=0.02; | 2.5° 200s-430s ~19 hrs
Case 3R | CFL=0.5
4B | PP6523 | From | Atnx=0.02; | 2.5° 700s-1350s ~36 hrs
Case 3l | CFL=0.5
4C | PP702N | From | Atn=0.01; | 0.0° 200s-540s ~40 hrs
Case 3R | CFL=0.5

The time dependent melt flow rates are obtained from the Task 3 modeling results. For Case 4A
and 4C, the melt flow rate is computed from the mass loss history predicted by Case 3R (see
Figure 3.46); additional details on the Case 3R results can be found in Section 3.4.3 and Figure
3.34. The melt flow rate used in Case 4B (see Figure 3.47) is calculated from the Case 3l results,
which can be found in Section 3.4.4 and in Appendix A.

In Figure 3.46 and Figure 3.47, the solid lines represent the total mass loss from the polymer
slab. The dashed lines are the mass loss occurring as melt flow. The difference between the solid
line and dashed line is the mass loss due to gasification. The melt flow rate is calculated as the
first derivative of the dashed line and is stored in a look-up table, which is read-in as input data
by CPCFD at the beginning of the simulation. During the simulation, the flow rate is tabulated
from the table given at a certain point in time.
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Figure 3.47 Melt flow rate used in Case 4B.
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Figure 3.48 shows the temperature contours of the melt pool and the catch plate calculated in the
three cases. For all cases, the temperature at the center of the melt pool near the free surface is
higher than the other part of the melt pool because the hot melt from the polymer slab enters the
melt pool at this location. Away from the center, the free surface becomes cool due to heat loss
to the environment. The melt pool is heated by the catch plate where a temperature gradient in
the vertical direction can be seen. Due to the tilted catch plate in Case 4A and 4B, the right front
of the melt pool moves faster than the left front. In Case 4C, the two fronts of the melt pool move
at the same pace and the shape of the melt pool as well as the temperature distribution are
symmetric with respect to the center of the domain in the horizontal direction. The surfaces in all
three cases are very smooth.
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Figure 3.48 Temperature contours of the melt pool and catch plate.
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Comparing Case 4A and 4B in Figure 3.48, it can be seen that: 1) the overall height of the melt
pool in Case 4A is larger than that in Case 4B; and 2) the right front in Case 4A moves faster
than the right front in Case 4B. This is caused by the different viscosity-temperature
relationships of PP702N and PP6523, and the different melt flow rates used in the two cases.

Illustrated in Figure 3.49 is the time history of the melt front velocities for Case 4A, Case 4B and
Case 4C. The plots show that the right melt front moves faster than the left melt front for Case
4A and Case 4B. However, for Case 4C the two melt fronts move at the same speed. In the
future, when the data becomes available, it will be possible to compare these plots to NIST
experimental data.
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Figure 3.49 Mean velocity of melt front as a function of time.

The *“zigzag” appearance of the curves plotted in Figure 3.49 is a result of the melt front tracking
algorithm used in CPCFD. In the algorithm, the position of the melt front is “marked” by the
coordinate of the grid point immediately behind the front. The “marked” position of the melt
front remains unchanged until the melt front moves a distance Ax (i.e., one grid cell in the
horizontal direction). The mean velocity reported in Figure 3.49 is obtained using the following
formula:

(46)

where x; and Xy are the positions of the front at the current time and at the beginning of the
simulation, respectively. Because x; is not updated continuously (i.e., not updated at every time
step), the velocity vs. time curves appear squiggly.
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4. CONCLUSIONS

In this report is described the work effort by REI to develop, demonstrate and deliver to NIST a
condensed phase CFD based tool to model the processes of melting, flow and gasification of
thermoplastic materials exposed to a high heat flux. Potential applications of the tool include
investigating the behavior of polymer materials commonly used in personal computers and
computer monitors if exposed to an intense heat flux, such as occurs during a fire

The model delivered to NIST is based on a time dependent (time varying) grid CFD method.

e The model is written in FORTRAN 90 in an object-oriented form. A 3D, finite volume,
multi-block body-fitted time dependent (time varying) grid formulation is used to solve
the unsteady Navier Stokes equations. The time integration, spatial discretization and
overall solution procedure are based on standard CFD methods from the literature. A
multi-grid method is used to accelerate convergence at each time step.

e Sub-models are included to describe the temperature dependent viscosity relationship and
in-depth gasification and absorption of thermoplastic materials, free surface flows and
surface tension. NIST data is used for key material properties of the thermoplastic
materials of interest.

e A variety of boundary conditions can be used for the velocity field (no-slip, free-slip) and
heat transfer to the object (adiabatic, heat loss, specified heat flux).

e Model outputs include the time dependent velocity, temperature and position
(displacement) at points in the thermoplastic body which can be imported to standard
CFD visualization packages. Additional outputs include the time history of the mass loss
rate and heat fluxes.

e The accuracy and capabilities of the modeling tool are demonstrated on a series of test
cases of increasing complexity. The test cases include grid sensitivity studies, adding heat
loss boundary conditions, simulations for two thermoplastic materials (PP702N, PP6523),
different heat flux scenarios and test problem configurations.

Comparisons of model results to NIST experimental data indicate discrepancies between the
model and experimental results, particularly for the rate of mass loss. To match NIST data for
mass loss rate large changes were required to the parameters originally used in the in-depth
absorption model and kinetic rate parameters in the in-depth gasification model. In addition, for
simulations in which the free surface of the melt flow is parallel to the direction of gravity a grid
smoothing operation needed to be applied to the free surface to control grid skewness that would
lead to simulation divergence. For simulations that did not include models for all key physics
(e.g., no in-depth absorption, no in-depth gasification) the simulations would develop a large
deformation ("belly™) at the free surface. For carefully selected model parameters and
procedures, comparisons of the model results and NIST data show favorable agreement.
However, the research effort was un-able to provide satisfactory explanations for the need to
significantly increase the model parameters for the in-depth absorption and in-depth gasification
models or the presence of the "belly" at the free surface of the thermoplastic object. These issues
remain un-resolved though some efforts continue at NIST to address these issues.
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The current work effort has highlighted the importance of having accurate models to describe in-
depth absorption, in-depth gasification and the highly non-linear viscosity-temperature
relationship that exists for thermoplastic objects. Hopefully, future experiments can provide the
necessary data to develop more accurate models for these items.

The source code, documentation, test problems (all needed files) and presentation material have
been delivered to NIST.

In the future, it may be possible to couple models such as the condensed phase CFD code to the
NIST FDS code, a CFD model that solves for gas phase transport and combustion. The
combined tools would enable high-fidelity simulations for fire spread scenarios in office
environments populated with desktop/deskside personal computers.
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